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In previous years, WP6 investigated how situated dialogue could be used
in human-robot interaction to help the robot learn more about its environ-
ment. This involved grounding dialogue in multi-agent models of beliefs and
intentions, dealing with the uncertainty and incompleteness in these models,
and communicating about the content in these models at different levels of
granularity. For these tasks, the robot was always provided with sufficient
a priori dialogue competence to carry them out. In Year 3, WP6 explored
how such competences could be acquired, as a form of self-extension (Task
6.5). In DR6.3 we describe computational approaches to language learning,
acquiring communicative competences from the ground up. This work is
closely related to that described in DR6.4. There we explore approaches for
extending existing linguistic competence, to verbalize newly acquired con-
ceptual structures (Task 6.6).
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Executive Summary

One of the objectives of CogX is self-extension. This requires the robot to
be able to actively gather information it can use to learn about the world.
One of the sources of such information is dialogue. For this to work, the
robot needs to be able to establish with a human some form of mutually
agreed-upon understanding, a common ground. The overall goal of WP6 is
to develop adaptive mechanisms for situated dialogue processing, to enable
a robot to establish such common ground in situated dialogue.

In Year 1, WP6 investigated how a robot could carry out a situated
dialogue with a human, about items in the world it needed to learn more
about. The robot was able to formulate questions against a multi-agent
model of situated beliefs, indicating what it did and did not know – and
what it would like to know. The robot was able to represent and reason with
uncertainty in experience, but it was relatively fixed in the strategies it would
follow to communicate with the human about resolving the uncertainty.

The dynamic, interactive setting of CogX in which a robot actively learns
requires more than following a fixed, “universal” policy. Learning more,
dynamic situations, and the changes in common ground this implies, all
require the robot to adapt how it acts and interacts, if it is to successfully
communicate with a human over time. In Year 2, WP6 investigated several
issues in how to make dialogue behavior more adaptive. This covered several
aspects: (1) Making dialogue strategies more adaptive, and (2) varying how
much a robot needs to describe to be optimally transparent.

Throughout Years 1 and 2 we assumed the robot to have a fixed set
of communicative competences, particularly where it concerned grammati-
cal resources. Practically this meant that, even though the robot was still
learning more and more about the world, it already knew how to talk about
it. In Year 3, we let go of this assumption, taking the CogX objective of
self-extension to the realm of situated dialogue processing as well. WP6
addressed self-extension for situated dialogue in two aspects. The first as-
pect concerns the verbalization of large ontologies for modeling common
sense indoor knowledge. The categories in these ontologies cover both logi-
cal and probabilistic information. Self-extension here focuses on how these
categories can be associated with another ontology, namely an ontology of
words: WordNet. This provides the means to acquire mappings for verbaliz-
ing acquired concepts at varying levels of abstraction and specificity – and in
general, it provides a powerful means for large-coverage resources for com-
municating about indoor environments (Task 6.6). DR.6.4 describes this
work in more detail. Deliverable DR.6.3 takes a further step back, broaden-
ing the scope of self-extension in situated dialogue to the aspect of language
acquisition per se. Looking at the acquisition of language as always taking
place against a situated, social, and personal background, WP6 explored
how language acquisition for robots could be phrased in a way that takes all
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these dimensions of language form to language function and use into account
– rather than just “syntactic structure.” DR.6.3. presents two semiotically
oriented computational approaches to language learning. These approaches
are strongly inspired by how children acquire language. They make it pos-
sible for the robot to acquire linguistic knowledge that ties words and the
structure of expressions together with their situated meaning and socially
interactive use, in an integrated fashion (Task 6.5).

Role of situated dialogue in CogX

CogX investigates cognitive systems that self-understand and self-extend.
In some of the scenarios explored within CogX such self-extension is done in
a mixed-initiative, interactive fashion (e.g. the George and Dora scenarios).
The robot interacts with a human, to learn more about the environment.
WP6 contributes situated dialogue-based mechanisms to facilitate such in-
teractive learning. Furthermore, WP6 explores several issues around the
problems of self-understanding and self-extension in the context of dialogue
processing. Dialogue comprehension and production is ultimately based in
a situated, multi-agent model the robot builds up. This model captures
epistemic objects like beliefs, intentions and events, in a multi-agent fash-
ion. Such epistemic objects cover both situated and cognitive aspects, and
already at this level we see forms of self-understanding and self-extension.
In Year 3 we take the notions of self-extension and self-understanding into
the domain of situated dialogue itself. We show how the generally prevalent
view in CogX on cognition, namely its cross-modal character in understand-
ing the world and deciding how to act in there, naturally extends to the way
we can perceive of acquiring competence in situated dialogue processing.

Contribution to the CogX scenarios and prototypes

The computational approaches for language acquisition reported in DR.6.3
do not immediately contribute to the CogX scenarios and prototypes – they
are still at the level of theory formation. They do however help achieving the
overall CogX objectives, in formulating theories about self-understanding
and self-extension. Furthermore, one of the approaches is explicitly based
in the situated multi-agent models of beliefs and intentions WP6 has been
exploring, and which have been integrated in the CogX Dora and George
systems.

The approaches for verbalizing conceptual structures at varying levels of
abstraction and specificity reported in DR.6.4. are integrated into the CogX
Dora and George systems. They are employed to help verbalize the robot’s
understanding of the environment, and to communicate surprises and their
underlying reasons.
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1 Tasks, objectives, results

1.1 Planned work

The overall goal of CogX is to arrive at a theory of cognitive robots which
are capable of self-understanding and self-extension. During the last years,
WP6 worked on adaptive mechanisms for situated dialogue processing that
would enable a robot to discuss with a human what it did and did not
understand about the world. And, thus, through such dialogue, it could
gain more information to help it learn more.

These efforts always started from the assumption that linguistic resources
necessary to talk about the world were available to the robot. The issues
WP6 addressed in Years 1 and 2 concerned not so much where these re-
sources were coming from, but rather how they could be used – and how
that use could be adapted to optimally fit the context and intentions of the
agents involved. Some of the decision processes involved in this were ac-
quired off-line (POMDP models for adaptive dialogue management), and an
initial model for controller-based adaptive dialogue processing was proposed.

The planned work for WP6 in Year 3 is to take the issue of self-extension
further, into the domain of situated dialogue processing. In the current
deliverable, DR.6.3, we address Task 6.5:

Task 6.5 The goal is to investigate how existing lexico-grammatical knowl-
edge can be extended to cover novel categorical knowledge. We will
develop methods for learning two types of mappings: a mapping relat-
ing a word’s lexical meaning to a predicate-argument structure based on
the associations of the category this meaning reflects, and a mapping
relating a word’s predicate-argument structure to a syntactic family
that can express the structure.

The intention behind Task 6.5 was to see how an existing grammar could
be extended with new words, and mappings between those words and mean-
ing representations such that they could be grounded in the knowledge rep-
resentations of the robot. We have taken that intention two steps further:
One, as we report in DR.6.4, we have lifted the task from individual words
and categories to ontologies of (common sense) knowledge, and of words
and their categorical organization. Second, we have taken a step further by
taking a step back, and truly address the issue of self-extension – by starting
to address the problem of how a robot could acquire “linguistic knowledge.”
How we have done that, and what we precisely understand by “linguistic
knowledge” we explain in §1.2 below.
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1.2 Actual work performed

1.2.1 Language learning

In CogX, we take a cross-modal perspective on cognition. Multiple modali-
ties interoperate to aid in processing experience, acquiring new knowledge,
deciding how to act. We have followed out the same view when it comes to
situated dialogue processing, as we already argued for in [39]. Understanding
and producing situated dialogue begins and ends with context: The situ-
ated, and socially interactive context within which the dialogue takes place,
and the system’s “personal” short- and long-term experience into which it
grounds this dialogue. For Task 6.5 we have taken this perspective to the
issue of self-extension in situated dialogue itself – i.e., language learning.1

Typically, computational models focus only on a very specific aspect of
learning language, like syntactic structure (“grammar induction”) or verbal
argument structure (“verb frame/class induction”). Furthermore, learning is
mostly supervised, working with corpora annotated with information about
the structure and/or meaning to be learnt for expressions.

None of that fits with the CogX perspective, nor with the settings within
which we would like robots to learn language. Robots interact with humans
and with an environment they only partially understand (incompleteness,
uncertainty). They learn as they go. Self-understanding and self-extension
imply that even when a human may name an object, or object properties,
or an event, the robot may not immediately be able to resolve that name
to something it experiences (but may not understand in and by itself). So
whatever supervision there may be, it is at most a guidance, and even so
subject to (referential) uncertainty. How a robot is to structure its experi-
ence and understanding internally is unsupervised, (at least in the sense of
machine learning). Yet, having said that, it is also immediately clear that
a robot is not learning aspects of language in isolation. It does not first do
syntax, then semantics, then pragmatic use. Such a horizontally stratified
modularization makes very little sense as it would keep the robot from be-
ing actively involved in the interaction.2 Before it could ask a question, it
would first need to understand all there is to understand about meaning.
And before that, before it could contemplate meaning, it would first have
to know all there is to know about syntax.

Unfortunately, this type of modularization still appears to be fundamen-
tal to most linguistic theory. And it is strangely at odds with what we
currently believe we understand about how children acquire language. As
children develop biologically, cognitively, and socio-emotionally, there is a

1Hereafter we follow Seginer [57] in using the term language learning for models of how
a computational system could acquire language, and language acquisition to indicate the
real-life human processes.

2See also the arguments Brooks advanced against horizontal modularization in cogni-
tive systems advanced in the 1980’s and early 1990’s, [11].
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close interaction between these developments, and their individual develop-
ment of language – in its form, the meaning these forms can express, and
how to use these forms and meanings communicatively to specific ends. And
children go through this development while interacting with the world, and
with other children and adults. Children learn, individually but also from
others, through others, with others.

This raises many fundamental questions about the nature of meaning, of
the construction and use of meaning, of its acquisition. There is no denying
in that there are different aspects to meaning. But both in psycholinguistics
and neurolinguistics we find a plethora of evidence of integrative effects that
we find across these aspects, when people process (spoken) language (cf.
[39]). Language processing is inherently cross-modal, and for all we can say
and see at the moment, this naturally already starts when children acquire
language [74, 25].

Therefore, rather than following out “traditional” unsupervised com-
putational approaches to language learning, we have explored alternative
ways of formulating and addressing the problem of language learning that
is closely in line with observations on child language acquisition: Namely,
that language learning is situated, socially interactive, and personal.

Language learning in robots as a situated, socially interactive,
personal process. A robot cannot learn language simply by learning
words. It needs to be able to acquire language within interactions with
the world, and with other agents – hence, with words come situated
meanings, ways in which words and meanings can be composed into
larger complexes, and how these meanings are used communicatively
to build up common ground. Kruijff (Annex 2.1) and Greeve (An-
nex 2.2) explore sign-based approaches to model aspects of language
learning in ways that are closely inspired by insights in child language
acquisition. Greeve (Annex 2.2) adopts Language Games (cf. Steels)
to explore how semantic constructions for spatial configurations can be
acquired by an inexperienced agent, through situated interaction with
a more knowledgeable agent. This framework is based on semiotic net-
works for connecting language and categorical knowledge, and focuses
specifically on the use of Fluid Construction Grammar in learning lan-
guage through Language Games. Kruijff (Annex 2.1) formulates a
novel approach in which signs relate words or expressions immediately
to their situated grounding, mediated by their effect on a multi-agent
model of beliefs and intentions. The approach applies a cross-modal,
process-based perspective on the acquisition and use of (structured) sign
processes in situated, social dialogue between a learning robot, and a
human. It combines insights in large-coverage grammar induction,
with socially interactive learning in human-robot interaction.

The approaches reported of here are both based on the view that child
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language acquisition is a cross-modal process in which the entirety of so-
cial context, linguistic structure, and (personal) categorical understanding
of the world come together to make sense of communication, and to guide
its further development [7, 8, 74, 25]. This leads to a type of model which is
ecological, taking the dynamics of both the individual and its environment
into account in formulating a learning process [42, 20], and an understanding
of meaning which is essentially embodied, in some sense metaphorical for
experience [40, 41]. The more structural characterization of these processes
can be based on semiotic sign structures, dating back to American Pragma-
tism (Peirce, Mead) and Prague School functionalist linguistics (Jakobson).
See also §1.3 for more connections to the state-of-the-art.

1.2.2 Additional work performed

The main work reported of in this deliverable concerns the efforts in language
learning, within WP6. Besides language learning, we have also worked on
other (related) aspects. Particularly Kruijff (Annex 2.1) applies the inten-
tional, continual perspective on situated dialogue processing which has been
developed in WP6. Here, we have extended our approach to deal explicitly
with uncertainty and incompleteness, i.e. knowledge gaps.

Partiality in abductive inference for dialogue processing Both uncer-
tainty and incompleteness are pervasive throughout all levels of under-
standing a robot builds up – including understanding situated dialogue.
Earlier work in WP6 already dealt with uncertainty in belief modeling,
and processing situated dialogue [38]. Jańıček (Annex 2.3) presents
a new model of the abductive continual approach to situated dialogue
processing. This model extends previous work by dealing with partial
proofs. Partial proofs are conditioned on the verification of explicitly
represented knowledge gaps. This makes it possible to deal with both
uncertainty and incompleteness in situated dialogue processing.

Furthermore, we have worked on conversions of the CCG grammar used
for parsing and realization, to other formats. The main intention here is to
transform (or approximate) the CCG grammar automatically into a gram-
mar that can be used directly by speech recognition.

Transformation of CCG grammars Within a dialogue system, several
processes typically need grammar resources, e.g. speech recognition,
parsing, realization. It is not uncommon for a system to use differ-
ent resources for these processes – which can lead however to incon-
sistencies in coverage. In the CogX dialogue system we use a CCG
for both parsing and realization. Krieger & Kiefer (Annex 2.4) de-
scribe an approach for transforming this CCG grammar into a Typed
Feature-Structure (TFS) grammar. From this grammar we already
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have techniques available to derive a context-free grammar for speech
recognition (using [37]). In the end, this requires us to construct and
maintain only a single grammar in the dialogue system.
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1.3 Relation to state-of-the-art

Below we situate the efforts for the main task of language learning in the
context of “the” state-of-the-art. We refer the reader to the annexes for
more in-depth discussions.

We consider human-robot interaction to be situated, social, and personal
– particularly when we consider this interaction to involve spoken dialogue.
Dialogue is typically about the world, and situating acting there [39]. It’s
social in that humans and robots are engaging each other, building up com-
mon understanding. [24, 9, 59]. And it’s personal. How an individual un-
derstands communication is based on a personal perspective on the world,
personal experience, personal abilities. In short, there is so much more to
dialogue than just words. It all begins and ends with context [42].

From the viewpoint of language learning the question then is, how a
robot could acquire such communicative skills. Given the focus in CogX on
self-understanding and self-extension we take it that a robot should learn
how to communicate. Whether learning is understood then to mean “from
the ground up,” or as in “always adapting to new situations” – if we look at
learning as a life-long continuous process to deal with reality, and interacting
in ever-new situations, it is clear that a robot should learn. And always be
learning.

That shifts the burden, then, first of all to making clear what it is that
should be learnt. We see spoken situated dialogue in human-robot inter-
action as a medium for acting. In the spirit of A. Glenberg et al [27, 28],
“dialogue is for acting.” An utterance has actionable meaning. It makes
clear what is being talked about, why someone said it, and how one can act
on it – cf. also [69]. It is a pattern that emerges in a specific context, through
the bi-directional interaction between different information sources involved
in making sense of dialogue [68, 71]. These sources mutually influence each
other to converge at an adaptive and coherent Gestalt-like interpretation
of how to place an utterance in the social, situated context, and act on it
[4, 3, 36, 48, 39]. Meaning thus is not a static representation, constructed
through a fixed application of a given set of rules. Meaning is a process.
Thus, what we need to learn is a process model of how these patterns arise
in context – particularly, of the decisions that give rise to these patterns.
Since situated, social and personal contexts vary over time, we need to take
care of stability and variation in patterning. And that requires this decision
process model to be a dynamic model.

This then gets us back to the issue of how to learn such a process model.
The perspective we take is here based in theories of the cognitive development
of children.3

3There are several reasons for doing so. For one, nature is remarkable in what it can
achieve, and –despite the obvious difference in “biology” between humans and robots–
can serve as a source of inspiration when it comes to establishing what plays a role in
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We start from dynamic models of cognitive development, seeing com-
munication as a form of human activity [10, 42]. This deliberately places
communication in the entire ecology in which the interaction takes place,
i.e. in medias res. It is embodied, it is a socially situated individual and
joint activity, it connects the individual’s activity with the world of people,
places, and objects. This has several consequences. For one, the develop-
ment of communicative capabilities is intimately tied to how the individual
develops its other biological and cognitive capabilities [31, 20, 62, 40, 41].
We do not consider communication (or even just language) in isolation from
its use, and from other capabilities that help give rise to meaning within
communication. This goes against “received” (but reductionist) wisdom in
linguistics that considers a highly modularized, typically static way in which
different levels of linguistic structure may be connected [23, 15]. Second, we
have to deal with the pervasive variability in communication – by looking at
how we can analyze that variability in terms of inherent patterns of stabil-
ity and order we find in that variation. Variability enables us to deal with
ever-unique contexts; and stability and order in variation makes it possible
for us to anticipate what others are likely to do. What we are are looking
for here is functional structure, for processes and the patterns they give rise
to that explain the dynamics of communication as a system that adapts to
context, and develops over time [20, 19].

This dynamic view on development outlines the basic mindset within
which we then consider what plays a role in acquiring language, what kinds
of functional structure this may yield, and how these structures might then
be deployed during processing.

We adopt a theoretical perspective on language acquisition that extends
this dynamic, ecological view to how children presumably learn the meaning
of expressions. Under this perspective, language acquisition is considered to
be a process that intertwines the development of linguistic, perceptual, and
conceptual capabilities [7, 74, 8]. It combines two recent metaphors that
have arisen in work on early cognitive development, namely the “child-as-
data-analyst” metaphor from associative learning accounts, and the “child-
as-theorist” metaphor that ties word learning to conceptual knowledge. The
“child-as-data-analyst” metaphor captures how human infants are capable
of attending to statistical regularities in sensory and perceptual input, to
form an associative link between the current (embodied) experience and
words [60, 61], whereas the “child-as-theorist” looks at how the acquisition
of word meaning is mediated by early categorical structures which children

understanding communication, what plays a role in building up such understanding. If
we are to build robots that understand humans, and can make themselves understand to
humans, robots need to understand what makes humans understand. In other words, we
need to bridge the gap between how robots view the world and could capture it in com-
munication, and how humans do so. Furthermore, it is remarkably humbling to compare
what children can do, to what we are able to achieve with robots.
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acquire [73]. Consequently, we consider word learning to entail reference
[73]. The social interaction between a child and another human builds up
a context, based in the attention, trust and intentionality of (or rather,
attributed to) the speaker [25]. Within this context, expressions used for
naming things can take on a meaning that is based in a categorical structure
which is more abstract than the current perception [44, 45].

We thus see a complex interplay between intention and attention, in-
tension, and extension; cf. also [50, 69]. The social dimension of the in-
teraction helps scaffold an understanding of what kind of meaning is to
be construed. Linguistic structure helps establish the function within this
meaning is placed, thus allowing for words their conceptual meanings to vary
across contexts rather than being unitary constructs [73]. And the situated-
ness provides means for grounding these expectations. This moves beyond
an associative account of meaning in that this constructive form of meaning
can be used to acquire words for concepts that have no real-world coun-
terparts, or where no observation is (currently) possible [5]. This interplay
requires an interaction between different processes that is interparticipa-
tory [20]: Processes mutually influence each other. They participate in each
other’s functioning like a “glass-box model,” unlike a “black-box model” [39].
We can base this type of processing in multisensory processing accounts of
situated language, in line with the cross-modal view of CogX: Different pro-
cesses mutually influence each other to converge at a joint interpretation,
reducing the overall uncertainty and incompleteness in understanding, cf.
[12, 34, 33, 52].

However, at this point we are still at a fairly abstract level of char-
acterizing how communication may be learnt. Learning involves bringing
into play social, situated, and personal context. Meaning gets construed
through an interaction of these different contexts, an interaction which we
can trace back to models of multi-sensory or cross-modal processing. Yet
that still does not immediately provide us with answers to several impor-
tant questions, namely how to deal with referential uncertainty, and with
construal uncertainty. Referential uncertainty points to the problem of how
to determine what aspect of a situated context to link a word to, as a child
may perceive many more aspects that are unrelated to an expression; cf.
[51, 26, 49]. Construal uncertainty concerns the difficulty in constructing
the relational structure to which an expression is to be linked, for exam-
ple spatial or aspectual structure [5]. Children appear to deal with this
through a combination of social context and reconstruction of a speaker’s
attention and intentions (“theory of mind”, cf. [7, 25]), together with their
own embodied experience and categorization of the environment. We try to
give a concrete structure to this process, as follows. The experience itself
raises, through its possible groundings in a categorical system, beliefs and
expectations about possible ways of structuring the environment (cf. e.g.
[6]) – or indicates where there are possibly gaps in understanding it (as for
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example in fast mapping [13, 14, 7, 1]). As the child hears an utterance
unfold, these purely private beliefs and expectations get compared to those
beliefs and expectations that the child can construct from the utterance – i.e.
to a reconstruction of the categorical perspective of the “other,” grounded
spatiotemporally in the situation given what the other and the child (can)
attend to. The way expressions are formulated into an utterance helps struc-
ture this (re)construction, but it is the intentions and conceivable intensions
that mediate establishing the grounded and anticipated meanings of these
expressions. This is witnessed by a wide variety of psycholinguistic insights
in how (adult) humans process visually situated dialogue [4, 3, 48, 32, 36, 70].
This gradually leads us to a formulation of meaning “representation” that
has its basis in social sign processes, dating back to classical American phi-
losophy (C.S. Peirce, G.H. Mead) and functionalist linguistics (R. Jakobson
[35]).

Next, we make the step from human-based theory to computing-based
practice. Our goal is after all to develop an approach for a robot to learn lan-
guage, communicative skills. We need to contrast the notion of meaning we
arrived at above, and the way it may be acquired, with computational mod-
els. Current approaches to unsupervised learning of grammatical structure,
and verb structure, all display a strong tendency to base such learning on
distributional models, (alike associative models in language acquisition); cf.
[56, 57]. Any referential form of context is typically left out – until learning
becomes based in situated dialogue. Then, approaches use categorical labels
to provide a context [2], or robot perception [54] possibly mediated by cat-
egorical structure [65, 66]. Approaches in robot language learning thereby
often refer to a notion of sign, to structure the relation between perception
and categorical interpretation [55, 65]. We argue that this relation however
completely misses a notion of social and intentional context, a sense of use –
thus, that it is fundamentally different from the perspective we adopt here.

It is against this complex background that we then formulate our ap-
proaches. Greeve (Annex 2.2) adopts the Language Games of Steels et al
[63, 64, 65, 66], to investigate on how spatial language could be acquired
using a notion of meaning-based self-extension grounded in Fluid Construc-
tion Grammar [67]. Kruijff (Annex 2.1) presents a novel approach to lan-
guage learning, adopting Seginer’s notion of common cover links to con-
struct multi-modal sign structures. These sign structures capture linguistic
structure, situationally grounded referential meaning, and the (intentional)
impact of such meaning on the belief states of agents. These signs can be
acquired incrementally through interaction with the world and other agents.
An understanding of an utterance is based on the dynamic interplay between
expected and observed structure and meaning, and an (adaptive) decision
process to guide the actual composition of understanding across the linguis-
tic, situated, and intentional dimensions. The guiding principles behind this
approach are a functional Principle of Contrast, which states that any dif-
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ferentiation in meaning requires a difference in function [16, 46, 58, 47]. The
Principle of Common Ground states that the purpose of communication is
to build up and maintain a mutual understanding of what is under discus-
sion (i.e. “common ground,” [17]). This principle establishes the need for a
process of differentiating and aligning the purely private perspective of the
robot, with the communicated content of the human speaker. And within
this process, the Principle of Contrast guides the reasoning for said differ-
entiation and alignment. It is then the third and final principle that drives
the robot to act upon this: the Principle of Commitment. This principle
states that those involved in a dialogue are committed to the communicated
content. This drives why a robot would try to make the step from private to
mutual understanding, and why it would seek clarification if it were unsure.
Together, these principles motivate the how, what, and why behind process-
ing communication. Kruijff (Annex 2.1) discusses how a robot can acquire
communicative skills which cover expressions down to the level of individ-
ual words, meanings, and communicative use of assertions and questions
through “testimonial” interactions concerned with naming objects [72, 25]
as we find them for example in the CogX George system, all in an integrated
fashion. Following [36], the resulting process of meaning composition dis-
plays important cognitive properties such as being incremental, anticipatory,
integrative, adaptive, and coordinated. This sets this approach apart from
many other approaches which focus purely on learning structure for a single
dimension, or limit themselves to only a subset of the afore properties; cf.
also [43].

The contributions we aim to make are the following (particularly, cf.
Annex 2.1):

• The approach explicitly integrates usage into language learn-
ing, to create interpretations as actionable meaning : The map-
ping between linguistic structure and categorical interpretations of sit-
uated observations is mediated by how a (projected) mapping would
affect the construction of believes, upon which the robot is to act.
This goes beyond Pinker’s hypothesis [49, 18] in considering variance
in contexts, and as such variance in the functions and meanings of
expressions (cf. [16]).

Grammar induction methods only focus on learning syntactic struc-
ture. In human-robot interaction, learning is either unmediated [54],
or guided [53] or mediated by categorical structure [65, 66]. Commu-
nicative usage is typically not considered, though a connection with
action-based intentions is occasionally made [29, 30, 21, 22].

• The approach makes no assumption as to what linguistic
structure such actionable meaning can be predicated to: Lin-
guistic structure is acquired and composed purely on functional grounds,
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not on formal grounds (e.g. parts of speech). In human-robot inter-
action, learning focuses primarily on a small subset of expressions,
notably nominal expressions or prepositional phrases; (though see re-
lated work such as [22, 55]). The approach we discuss here brings
recent insights from grammar induction [57] to human-robot interac-
tion.
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2 Annexes

2.1 Kruijff, “How a Robot Could Learn From Others How
To Talk” (report)

Bibliography G.J.M. Kruijff. “How a Robot Could Learn From Others
How To Talk.” Technical report. July 2011.

Abstract Dialogue is a situated, social activity. Meaning communicated
in dialogue reflects this. The article presents work in progress on a novel
approach to representing, learning, and constructing such meaning. The
approach is based on a notion of sign, and actionable meaning. A sign is
the basic representation built up in the process of understanding linguistic
expressions and their relation to situated observations. This relation is in-
herently mediated by categorical knowledge, and it is bi-directional in that
both dimensions can project and use each other’s structure in guiding local
interpretation. From this mediation, possible interpretations result which
function as the basis for the formation of beliefs. Here, the paper makes a
distinction between the beliefs of the speaker (the “other”) and those of the
hearer (the “I”). It is in the contrast of these beliefs, the former construed
from the communicated information, the latter from personal experience of
the environment, that drives how private understanding might get updated
to make it possible for common ground to arise – or not. This is what is
meant by actionable meaning – the construction of situated interpretations
of language, driven by an understanding of the intentionality behind com-
munication as a social activity, in terms of its impact on the formation of
common ground.

The approach is grounded in a perspective on cognitive development
that deliberately places communication in the entire ecology in which the
interaction takes place. This extends to the acquisition of language. Ac-
quisition is considered as a process that closely couples the development
of linguistic knowledge with the development of knowledge and capabilities
in other domains, e.g. categorical knowledge. The article traces this per-
spective through theories on child language acquisition, and how (adult)
humans process visual language. The article contrasts this with current
work on computational models of language learning, which are either non-
situated (grammar induction, most work on verb frame induction) or lack
a notion of intentionality in interaction (most work on symbol grounding
in human-robot interaction). The article then presents the theoretical basis
of the approach, arguing how an integrated framework can be provided for
modeling language learning set in a situated, social, personal context.

Relation to WP The report describes a novel approach for a robot to
acquire communicative skills, in a situated, and social, setting (Task 6.4).
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Acquisition encompasses form, function, and use: The form of expressions,
their function in describing experience, and their use in conveying beliefs
and intentions.
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2.2 Greeve, “Modelling the Acquisition of Grammatical Cat-
egories for Spatial Relations in Dutch” (MSc thesis)

Bibliography F. Greeve, “Modelling the Acquisition of Grammatical Cat-
egories for Spatial Relations in Dutch.” MSc thesis. Department of Com-
putational Linguistics, University of the Saarland. July 2011.

Abstract From studies on child language acquisition a general outline has
emerged on the development of verbal competence of children. However,
the principles which underly this process cannot be measured or tested on
children. Computational models can be used to simulate the acquisition
process, so hypotheses on the learning strategies of children can be explored.
The focus of this thesis is on the acquisition process of spatial language.

Studies in child language acquisition stress the interplay between the
perceptual, conceptual, and the linguistic system in this process. In this
thesis the importance of the relation of the systems in spatial language is
tested, using the Dutch language as a test case.

Dutch uses different distribution of adjectives, adverbs and prepositions
to express different spatial relations. A language game is used to model the
learning process, where Fluid Constructional Grammar is used to formalise
the language to be acquired.

The model presented in this thesis shows how mapping spatial concepts
to grammatical positions is enough to learn the difference between syntactic
categories.

Relation to WP The report describes an approach for a robot to ac-
quire grammatical knowledge for understanding and producing spatial ex-
pressions in Dutch, using a Language Games paradigm (Task 6.4). Learning
encompasses the dimensions of form and meaning, formulated in terms of
constructions of Fluid Construction Grammar.
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2.3 Jańıček, “Abductive Reasoning for Continual Dialogue
Understanding” (ESSLLI SS 2011)

Bibliography M. Jańıček, “Abductive Reasoning for Continual Dialogue
Understanding.” Proceedings of the ESSLLI Student Session 2011. Ljubl-
jana, Slovenia. August 2011.

Abstract In this paper I present a continual context-sensitive abductive
framework for understanding situated spoken natural dialogue. The frame-
work builds up and refines a set of partial defeasible explanations of the
spoken input, trying to infer the speakers intention. These partial expla-
nations are conditioned on the eventual verification of the knowledge gaps
they contain. This verification is done by executing test actions, thereby
going beyond the initial context. The approach is illustrated by an example
set in the context of human-robot interaction.

Relation to WP The paper describes a novel approach for situated dia-
logue processing to deal with incompleteness in understanding, through the
construction of partial proofs.
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2.4 Krieger and Kiefer, “Converting CCGs into Typed Fea-
ture Structure Grammars” (HPSG 2011)

Bibliography H.U. Krieger and B. Kiefer, “Converting CCGs into Typed
Feature Structure Grammars.” In: Proceedings of the 18th International
Conference on Head-Driven Phrase Structure Grammar. Seattle, Washing-
ton. August 2011.

Abstract In this paper, we report on a transformation scheme that turns
a Categorial Grammar (CG), more specifically, a Combinatory Categorial
Grammar (CCG; see (Baldridge 2002)) into a derivation- and meaning-
preserving typed feature structure (TFS) grammar. We describe the main
idea which can be traced back at least to work by (Karttunen 1986), (Uszko-
reit 1986), (Bouma 1988), and (Calder, Klein, & Zeevat 1988). We then
show how a typed representation of complex categories can be extended by
other constraints, such as modes, and indicate how the Lambda semantics
of combinators is mapped into a TFS representation, using unification to
perform ?-conversion and ?-reduction (Barendregt 1984). We also present
first findings concerning runtime measurements, showing that the PET sys-
tem, originally developed for the HPSG grammar framework, outperforms
the OpenCCG parser by a factor of more than 10.

Relation to WP The paper describes an essential step in synchronizing
the grammatical resources used in parsing and realization, with those used
for speech recognition.
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Abstract. In this paper I present a continual context-sensitive abduc-
tive framework for understanding situated spoken natural dialogue. The
framework builds up and refines a set of partial defeasible explanations of
the spoken input, trying to infer the speaker’s intention. These partial ex-
planations are conditioned on the eventual verification of the knowledge
gaps they contain. This verification is done by executing test actions,
thereby going beyond the initial context. The approach is illustrated by
an example set in the context of human-robot interaction.

1 Introduction

In task-oriented dialogues between two agents, such as between two humans or
a human and a robot, there is more to dialogue than just understanding words.
The agents need to understand what is being talked about, but it also needs to
understand why it was told something. In other words, what the speaker intends
the hearer to do with the information in the larger context of their joint activity.

Therefore, understanding language can be phrased as an intention recognition
problem: given an utterance from the human, how do we find the intention behind
it?

In this paper, I explore an idea inspired by the field of continual planning [4],
by explicitly capturing the possible knowledge gaps in such an interpretation.
The idea is based on the notion of assertion, an explicit test for the validity of
a certain fact, going beyong the current context.

The structure of the paper is as follows. After briefly introducing the notion of
intention recognition and abduction in the next section, I introduce the continual
abductive reasoning mechanism in §3, and discuss it on an example in §4, before
concluding with a short summary.

2 Background

The idea of expressing understanding in terms of intention recognition has been
introduced by H. P. Grice [7,14]. In this paper, I build on Stone and Thoma-
son’s approach to the problem [17] who in turn extend the work done by Hobbs
and others [8], and base their approach to intention recognition on abductive
reasoning.



Abduction. Abduction is a method of explanatory logical reasoning introduced
into modern logic by Charles Sanders Peirce [6]. Given a theory T , a rule T �
A → B and a fact B, abduction allows inferring A as an explanation of B. B
can be deductively inferred from A ∪ T . If T �� A, then we say that A is an
assumption.

There may be many possible causes of B besides A. Abduction amounts to
guessing ; assuming that the premise is true, the conclusion holds too. To give a
well-known example:

Suppose we are given two rules saying “if the sprinkler is on, then
the lawn is wet” and “if it rained, then the lawn is wet”. Abductively
inferring the causes for the fact that the lawn is wet then yields two
possible explanations: the sprinkler is on, or it rained.

Obviously, as there may be many possible explanations for a fact, in practical
applications there needs to be a mechanism for selecting the best one. This may
be done by purely syntactic means (e.g. lengths of proofs), or semantically by
assigning weights to abductive proofs and selecting either the least or most
costly proof [16], or by assigning probabilities to proofs [12]. In that case, the
most probable proof is also assumed to be the best explanation. Our approach
combines both aspects.

Intention recognition. Abduction is a suitable mechanism to perform infer-
ences on the pragmatic (discourse) level. For understanding, abduction can be
used to infer the explanation why an agent said something, in other words the
intention behind the utterance. Reversing the task, given an intention, we may
infer the way how to express it [18]. Intentions can therefore serve as a middle
representational layer and abduction as the inference mechanism by using which
we either turn a realisation into an intention, or the other way around.

3 Approach

This paper extends the work of Stone and Thomason on context-sensitive lan-
guage understanding by explicitly modelling the knowledge gaps that inevitably
arise in such an effort due to uncertainty and partial observability. The approach
is based on generating partial hypotheses for the explanation of the observed be-
haviour of other agents, under the assumption that the observed behaviour is
intentional. These partial hypotheses are defeasible and conditioned on the va-
lidity (and eventual verification) of their assumptions.

In this section, I examine the an abductive reasoning system capable of rep-
resenting knowledge gaps in the form of partial proofs, how such partial proofs
can be generated and verified or falsified, and the semantic framework used in
our system to capture linguistic meaning that the system then grounds in reality.



3.1 Partial Abductive Proofs

Our abductive inference mechanism is essentially Hobbs and Stickel’s logic pro-
gramming approach to weighted abduction [8,16] enhanced by a contextual as-
pect [1] with the weights in the system being assigned a probabilistic interpre-
tation following Charniak and Shimony [5].

Proof procedure. Formally, inference in our system makes use of four ingre-
dients: facts, rules, disjoint declarations and assumability functions, collectively
called the abduction context, and using these iteratively in order to derive proofs
of an initial goal.

– Facts are modalised formulas of the form

µ : A

where µ is a (possibly empty) sequence of contexts, and A is an atomic
formula, possibly containing variables.

– Rules are modalised Horn clauses, i.e. formulas of the form

(µ1 : A1/t1) ∧ ... ∧ (µn : An/tn) → (µH : H)

where each of the µi : Ai and µH : H are modalised formulas. Each an-
tecedent is annotated by ti, which determines the way the antecedent is
manipulated and is one of the following:

• true – the antecedent has to be proven, i.e. either it is a fact, or a head
of some rule;

• assumable(f) – the antecedent is assumable under function f ;
• assertion – the antecedent is asserted, i.e. identifies a knowledge gap,

conditioning the validity of the proof on it being proved in a subsequent
reinterpretation (see below).

– Assumability functions are partial functions f , f : F → R+
0 , where F is the

set of modalised formulas, with the additional monotonicity property that
if F ∈ dom(f), then for all more specific (in terms of variable substitution)
facts F �, F � ∈ dom(f) and f(F ) ≤ f(F �).

– A disjoint declaration is a statement of the form

disjoint([µ : A1, ..., µ : An])

which specifies that at most one of the modalised formulas µ : Ai may be
used in the proof. Ai and Aj cannot be unified for all i �= j.

A proof state is a sequence of marked modalised formulas (called queries in
this context)

Q1[n1], ...Qm[nm]

The markings ni are one of the following:



Algorithm 1 (Nondeterministic) weighted abduction

c = the abduction context
L = the initial proof state

while L contains a query marked as unsolved :
Q ← leftmost query in L marked as unsolved
choose a transformation rule t so that apply-rule(t, Q, L, c) succeeds
L ← apply-rule(t, Q, L, c)

– unsolved(f) – the query is yet to be proved, assumable under assumability

– proved – the query is proved or in the process of being proved;

– assumed(f) – the query is assumed under f ;

– asserted – the query is asserted

The proof procedure starts from a single query marked as unsolved (called
the goal), iteratively rewriting the proof state by manipulating the leftmost
unsolved query Ql. First, the query has to pass constraints imposed by disjoint
declarations. If it does, it is either proved (using facts or rules), assumed under an
assumability function, or eliminated if any of the queries to the right is unifiable
with Ql. In other words, each query is proved or assumed at most once.

The initial query Q is proved when there is no unsolved query in the proof
state. The final proof state ΠQ is then the proof of Q. The proof procedure is
schematised by Algorithm 1. Note that the proof procedure assures that the cost
of the proofs are monotonic with respect to unification and application of rules,
allowing for the use of efficient search strategies.

Knowledge gaps and assertions. Our extension of the “classical” logic-
programming-based weighted abduction as proposed by Stickel and Hobbs lies
in the extension of the proof procedure with the notion of assertion based on the
work in continual automated planning [4], allowing the system to reason about
information not present in the knowledge base, thereby addressing the need for
reasoning under the open-world assumption.

In continual automated planning, assertions allow a planner to reason about
information that is not known at the time of planning (for instance, planning for
information gathering), an assertion is a construct specifiying a “promise” that
the information in question will be resolved eventually.

By using a logic programming approach, we can use unbound variables in the
asserted facts in order to reason not only about the fact that the given assertion
will be a fact, but also under-specify its eventual arguments.

The proposed notion of an assertion for our abductive system is based on
test actions �F � [2]. Baldoni et al. specify a test as a proof rule. In this rule, a
goal F follows from a state a1, ..., an after steps �F �, p1, ..., pm if we can establish
F on a1, ..., an with answer σ and this (also) holds in the final state resulting
from executing p1, ..., pm.



An assertion is the transformation of a test into a partial proof which assumes
the verification of the test, while at the same time conditioning the obtainability
of the proof goal on the tested statements. µ : �D� within a proof Π[�D�] to
a goal C turns into Π[D] → C ∧ µ : D. Should µ : D not be verifiable, Π is
invalidated.

Probabilistic interpretation. In weighted abduction, weights assigned to as-
sumed queries are used to calculate the overall proof cost. The proof with the
lowest cost is the best explanation. However, weights are usually not assigned any
semantics, and often a significant effort by the writer of the rule set is required
to achieve expected results [8].

However, Charniak and Shimony [5] showed that by setting weights to − log
of the prior probability of the query, the resulting proofs can be given proba-
bilistic semantics.

Suppose that query Qk can be assumed true with some probability P (Qk is true).
Then if Qk is assumable under assumability function f such that f(Qk) =
− log(P (Qk is true)), and under the independence assumption, we can repre-
sent the overall probability of the proof Π = Q1[t1], ..., Qn[tn] as

P (Π) = e
�n

k=1 cost(Qk)

where

cost(Qk) =

�
f(Qk) if mi = assumed(f)
0 otherwise

The best explanation Πbest of a query Q is then

Πbest = arg min
Π proof of Q

P (Π)

Exact inference in such a system is NP-complete, and so is approximate
inference given a threshold [5]. However, it is straightforward to give an anytime
version of the algorithm – simply by performing iterative deepening depth-first
search [13] and memorizing a list of most probable proofs found so far.

3.2 Generating Partial Hypotheses

For each goal G, a determinisation of Algorithm 1 returns a set of proofs H, with
a total ordering on this set. Due to the use of assertions, some of these proofs
may be partial, and their validity has to be verified. The presence of assertions
in the proofs means that there is a knowledge gap, namely the truth value of the
assertion. Each assertion thus specifies the need for performing a (test) action.
This action might require the access to other knowledge bases than the abductive
context, as in the case of resolving referring expressions, or an execution of a
physical action.

Formally, given an initial goal G and context c, the abduction procedure
produces a set H of hypotheses c : Π → C ∧ ci : Ai, where ci is a sub-context in



Algorithm 2 (Nondeterministic) continual abduction

continual-abduction(c,Π):
c = context
Π = proof

while Π contains assertion A:
c� ← test-action(c, A)
H ← abduce(c�, A)
for all Π � ∈ H:

continual-abduction(c�,Π �)
return Π

which where an assertion Ai ∈ Π may be evaluated. Such proofs are thus both
partial and defeasible — they may be both extended and discarded, depending
on the evaluation of the assertions.

The set of possible hypotheses is continuously expanded until the best full
proof is found. This process is defined in Algorithm 2.

The algorithm defines the search space in which it is possible to find the
most probable proof of the initial goal G. The important point is, however, that
it is just that — a definition. The actual implementation may keep track of
the partial hypotheses it defines, and take the appropriate test actions when
necessary, or postpone them indefinitely.

3.3 Representing Linguistic Meaning

For representing linguistic meaning in our system, we use the Hybrid Logic De-
pendency Semantics (HLDS), a hybrid logic [3] framework that provides the
means for encoding a wide range of semantic information, including depen-
dency relations between heads and dependents [15], tense and aspect [11], spatio-
temporal structure, contextual reference, and information structure [10].

HLDS uses hybrid logic to capture dependency complexity in a model-theoretic
relational structure, using ontological sorting to capture categorial aspects of lin-
guistic meaning, and naturally capture (co-)reference by explicitly using nomi-
nals in the representation.

Generally speaking, HLDS represents an expression’s linguistic meaning as
a conjunction of modalised terms, anchored by the nominal that identifies the
head’s proposition:

@h:sorth (proph ∧ �Ri� (di : sortdi
∧ depi))

Here, the head proposition nominal is h. proph represents the elementary pred-
ication of the nominal h. The dependency relations (such as Agent, Patient,
Subject, etc.) are modelled as modal relations �Ri�, with the dependent be-
ing identified by a nominal di. Features attached to a nominal (e.g. �Num�
�Quantification�, etc.) are specified in the same way.



Figure 1 gives an example of HLDS representation (logical form) of the sen-
tence “Take the mug”. The logical form has three nominals, event1, agent1

and thing1 that form a dependency structure: event1 is the the head of depen-
dency relations Actor (the dependent being agent1), Patient (thing1), and Subject
(agent1). Each nominal has an ontological sort (illustrated on event1, the sort
is action-non-motion) a proposition (take), and features (Mood).

@event1:action-non-motion(take ∧
�Mood� imp ∧
�Actor� agent1 : entity ∧
�Patient� thing1 : thing ∧mug ∧

�Delimitation� unique ∧
�Num� sg ∧
�Quantification� specific)) ∧

�Subject� (agent1 : entity ∧ addressee))

Fig. 1. HLDS semantics for the utterance “Take the mug”

sort(event1, action-non-motion),
prop(event1, take),
feat(event1, mood, imp),
rel(event1, actor, agent1),
sort(agent1, entity),
prop(agent1, addressee),
rel(event1, patient, thing1),
feat(thing1, delimitation, unique),
feat(thing1, num, sg),
feat(thing1, quantification, specific)

Fig. 2. The translation of the hybrid logic formula in Figure 1 into abduction facts

Every logical form in HLDS, being a formula in hybrid logic, can be decom-
posed into a set of facts in the abductive context corresponding to its minimal
Kripke model. The resulting set of abduction facts obtained by decomposing the
logical form in Figure 1 is shown by Figure 2.

HLDS only represents the meaning as derived from the linguistic realisation
of the utterance and does not evaluate the state of affairs denoted by it. This sets
the framework apart from semantic formalisms such as DRT [9]. The grounding
in reality is partly provided by the continual abductive framework by generating
and validating (or ruling out) partial abductive hypotheses as more information
is added to the system.



4 Example

Let us examine the mechanism in an example. Suppose that a human user is
dealing with a household robot capable of manipulating objects (picking them
up, putting them down). The robot and the human are both looking at a table
with a represented by the term “mug1”, and the human wants the robot to pick
up the mug.

The human’s utterance,

“Take the mug.”

is analysed in terms of HLDS (see Figure 1), and its translation is made part of
the abductive context c.

Suppose that proving the following goal in the context c

uttered(human, robot, event1)

yields the following (best) proof, displayed with markings following §3.1:

uttered(human, robot, event1) [proved ] (1)
prop(event1, take) [proved ] (2)

intends(event1, human, I) [assumed(p = 0.9)] (3)
rel(event1, patient, thing1) [proved ] (4)

refers to(thing1, X) [asserted ] (5)
pre(I, object(X)) [asserted ] (6)

post(I, state(is-holding(robot, X))) [assumed(p = 0.7)] (7)

The proof is an explanation of the event (1) in terms of a partially specified
intention I (3), defined by its pre- and post-condition. The precondition is the
existence of an entity X (6), and the postcondition (7) is the state in which
the robot is holding the entity X. The proof appeals to the logical form of the
utterance (2, 4).

In the proof, atoms (3) and (7) are assumed under a constant assumability
function that assigns them probability 0.9 and 0.7 respectively. This means that
given our knowledge base, such a sentence expresses an intention of the human
with prior probability 0.9, and that with prior probability 0.7, this intention
has something to do with the robot physically taking holding some object (as
opposed to uses such as “take a picture”).

The atoms (5) and (6) are marked as asserted . These assertions identify the
knowledge gaps in the interpretation – the interpretation is only valid if they are
verified using test actions.

Suppose that the assertion (5) is tested first. This amounts to resolving the
referring expression, headed by the nominal thing1 in the logical form. The action
is performed, giving rise to a new abduction context c�, in which the abduction
context is updated by specifying a reference resolution function r, yielding the
following two hypotheses:

refers to(thing1, mug1) [proved ]
ref(thing1, mug1) [assumed(r)]



(i.e. p1 refers to the mug under assumability function r),

refers to(thing1, X) [proved ]
unknown-referent(thing1, X) [assumed(p = 0 .4 )]

i.e. the reference was not resolved. This accounts for the possibility of misun-
derstanding, where the human might be referring to an object that is not part
of common ground, and the reference thus cannot be resolved.

Now that the assertion (5) has been tested, the system can check the assertion
(6). Depending on the value of the assumability function r above, it might first
perform the test action for existence in the former (if r > 0.4), or the latter
context (if r < 0.4), or in a random order (if r = 0.4).

In the former context, where the reference has been resolved to the mug, the
robot might ask “Did you mean I should take this object?” (pointing at the mug,
testing the hypothesis

pre(I, object(mug1))

In the latter case, it might ask “Which object did you mean?”, prompting
the human to give an answer that would ultimately become the proof of the test
action for

pre(I, object(X))

in the proof above.

5 Conclusion and Future Work

This paper presents an abductive framework for natural language understanding
that is based on abductive reasoning over partial hypotheses. The framework is
set within the process of intention recognition.

The abductive framework is contextually-enhanced version of a logic pro-
gramming approach to weighted abduction with a probabilistic semantics as-
signed to the weights. Our extension of this framework is in the introduction of
the notion of assertion, which is essentially a requirement for a future test to
verify or falsify the proposition, i.e. to fill a knowledge gap about the validity
of the proposition. The hypotheses are therefore defeasible in the sense that the
falsification of their assertions leads to a retraction and adoption of an initially
less likely alternative.

By explicitly reasoning about these knowledge gaps, the system is able to
go beyond the current context and knowledge base, addressing the need for
reasoning under the open-world assumption.

Future research in this area will include a more informed interface to the
decision-making processes involved in the selection of the hypotheses to test,
and the stability of the partial hypotheses.
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Introduction
In this paper, we report on a transformation scheme that
turns a Categorial Grammar (CG), more specifically, a Com-
binatory Categorial Grammar (CCG; see (Baldridge 2002))
into a derivation- and meaning-preserving typed feature
structure (TFS) grammar. We describe the main idea which
can be traced back at least to work by (Karttunen 1986),
(Uszkoreit 1986), (Bouma 1988), and (Calder, Klein, & Zee-
vat 1988). We then show how a typed representation of com-
plex categories can be extended by other constraints, such
as modes, and indicate how the Lambda semantics of com-
binators is mapped into a TFS representation, using unifica-
tion to perform α-conversion and β-reduction (Barendregt
1984). We also present first findings concerning runtime
measurements, showing that the PET system, originally de-
veloped for the HPSG grammar framework, outperforms the
OpenCCG parser by a factor of more than 10.

Motivation
The Talking Robots (TR) group here at the LT Lab of
DFKI uses categorial grammars in several large EU projects
in order to communicate with robots in spoken language.
The grammars for English and Italian are written in the
OpenCCG dialect of CCG.

Faster Parser. The main rationale for our transformation
method is driven by the need that we are looking for a
reliable and trainable (C)CG parser that is faster than the
one which comes with the OpenCCG system. People from
the DFKI LT group have co-developed the PET system
(Callmeier 2000), a highly-tuned TFS parser written in C++,
which originally grew out of the HPSG community. In order
to use such a TFS parser in a CG setting, the (combinatory)
rules and lexicon entries need to be transformed into a TFS
representation.

Structured Language Model. Another major rationale
for the transformation comes from the fact that the CCG

∗The research described here has been partly financed by the
TAKE project (take.dfki.de), funded by the German Federal Min-
istry of Education and Research, and the European Integrated
projects CogX (cogx.eu), NIFTi (nifti.eu), and Aliz-e (aliz-e.org)
under contract numbers 01IW08003, FP7 ICT 215181, 247870,
and 248116. We would like to thank our reviewers for their useful
comments.

grammars are used for spoken language, operating on the
output of a speech recognizer. Although speech recognizers
are based on trained statistical models, modern recognizers
can be further tuned by supplying an additional structured
language model. Given a TFS grammar for the transformed
CCG grammar, we would like to use the corpus-driven ap-
proximation method described in (Krieger 2007) to generate
a context-free approximation of the deep grammar. This ap-
proximation then serves as our language model for the rec-
ognizer. Again, as is the case for PET, software can be
reused here, since the method described in (Krieger 2007)
is implemented for the external chart representation of the
PET system.

Cross-Fertilization. We finally hope that our experiment
provides insights on how to incorporate descriptive means
from CG (e.g., direct slash notation for categories) into the
HPSG framework, even though they are compiled out in the
end. Thus, specification languages for HPSG, such as TDL
(Krieger 1995), might be extended by some kind of macro
formalism, allowing a grammar writer to state such extended
rules. However, we will not speculate on this in the paper.

Categorial Grammar
Categorial grammar started with Bar-Hillel in 1953 who
adapts and extend Ajdukiewicz’s work by adding direction-
ality to what Ajdukiewicz (by referring to Husserl) called
“Bedeutungskategorie”. The grammatical objects in Bar-
Hillel’s system are called categories. The set of complex
categories C can be defined inductively by assuming a set of
atomic categories A (e.g., s or np) and a set of binary func-
tor symbols F2 (usually / and \ for one-dimensional binary
grammar rules):

1. if a ∈ A then a ∈ C

2. if c, c� ∈ C and f ∈ F2 then cfc� ∈ C

The system of categories in its simplest form is usually
equipped with two very fundamental binary rules (or better,
rule schemes), viz., forward (>) and backward (<) func-
tional application—this is called the AB calculus (for Aj-
dukiewicz & Bar-Hillel). Here and in the following, we
use the notation from (Baldridge 2002), originating from the
work of Mark Steedman:

(>A) X/Y Y ⇒ X



(<A) Y X\Y ⇒ X
Depending on the kind of slash, complex category sym-

bols in these rules look to the right (forward) or to the left
(backward) in order to derive a simpler category. Such a
framework is in the truest sense lexicalized, since the cate-
gories in these rules are actually category schemes: there is
no category X/Y, only instantiations, such as, for instance,
(s\np)/(s\np) for modal verbs. Furthermore, and very im-
portantly, concrete categories are only specified for lexicon
entries (� maps the word to its category):

defeat � (s\np)/np
Not only are lexical entries equipped with a category, but

also with a semantics. Since Montague, categorial grammar-
ians have often used the Lambda calculus to make this ex-
plicit. Abstracting away from several important things such
as tense, we can define what is meant by the transitive verb
defeat (: is used to attach the semantic to a lexicon entry):

defeat � (s\np)/np : λx.λy.defeat(y, x)

The above two rules for functional application in fact in-
dicate how the semantics is supposed to be assembled, viz.,
by functional application:

(>A) X/Y : f Y : a ⇒ X : fa
(<A) Y : a X\Y : f ⇒ X : fa

f in the above two rules actually abbreviates λx.fx, so
that the resulting phrase on the right-hand side is in fact fa
as a result of applying β-reduction to (λx.fx)(a).

Given these rule schemes, we can easily find a derivation
for sentences, such as Brazil defeats Germany:

np:Brazil (s\np)/np:λx.λy.defeat(y, x) np:Germany
np:Brazil s\np:λy.defeat(y, Germany)

s:defeat(Brazil, Germany)

A lot of linguistic phenomena can be perfectly handled by
the two application rules. However, many researchers have
argued that the AB calculus should be extended by rules that
have a greater combinatory potential. CCG, for instance,
employs rules for forward/backward (harmonic & crossed)
composition, substitution, and type raising (we only list the
forward versions):

Harmonic Composition (>B) X/Y Y/Z ⇒ X/Z

Crossed Composition (>B×) X/Y Y\Z ⇒ X\Z

Substitution (>S) (X/Y)/Z Y/Z ⇒ X/Z

Type Raising (>T) X ⇒ Y/(Y\X)

Related to these rules are the three combinators (e.g.,
higher-order functions) for composition B, subsitution S,
and type raising T (see (Steedman 2000)):

• Bfg ≡ λx.f(gx)

• Sfg ≡ λx.fx(gx)

• Tx ≡ λf.fx

In a certain sense, even functional application can be seen
as a combinator, since argument a can be regarded as a
nullary function:

• Afa ≡ λx.fx(a)

The three combinators above indicate how semantics
should be assembled within the categorial rules. Semantics
construction is addressed later when we move to the TFS
representation of the CCG rules.

Idea
The TFS encoding below distinguishes between atomic and
complex categories. Atomic categories such as s do not have
an internal structure. However, atomic categories in CCG
are usually part of a structured inheritance lexicon, quite
similar to HPSG. Atomic categories here do have a flat in-
ternal structure, encoding morpho-syntactical feature-value
combinations. Thus, atomic categories in our transformation
will be realized as typed feature structures to fully exploit
the potential of typed unification.

In contrast, the most general functor category type has
two subtypes / (slash) and \ (backslash) and defines three
appropriate features: 1ST (FIRST), 2ND (SECOND), and
MODE (for modalities, explained later). This encoding is
similar to the CUG encoding in (Karttunen 1986; Uszkor-
eit 1986); however, the DIR (direction) feature is realized
as a type, and the ARG (argument) and VAL (value) features
through features 1ST and 2ND. Our encoding is advanta-
geous in that it (i) makes a complex functor hierarchy possi-
ble, even multi-dimensional functors; (ii) allows for functors
of more than two arguments, thus going beyond the potential
of binary rules; and (iii) need not look at the directionality
of the functor in order to specify the proper values for ARG
and VAL (as is the case in Lambek’s notation).

Underspecified atomic categories in the CCG rules above
are realized through logic variables (coreferences) in the
TFS rules below. Moreover, a distinguished list-valued fea-
ture DTRS (daughters) is employed in the TFS representation
to model the LHS arguments of CCG rules.

Examples
We start with the TFS encoding of a proper noun, a transitive
verb, and a modal verb, followed by the basic representation
of the forward versions of the CCG rules, including a form
of Lambda semantics in order to indicate how the composi-
tional semantic approach of categorial grammars translates
into a TFS grammar.

Lexicon Entries
A proper noun, such as Germany � np : Germany is
mapped to a flat feature structure with distinguished at-
tributes CAT and SEM:�

germany
CAT np
SEM Germany

�

Actually, Germany is represented as a nullary function
(i.e., a function with zero arguments), but this does not mat-
ter here. The value of SEM is either a function specification
(type f ) with NAME and ARGS features, or the representation
of a Lambda term (type λ), encoded through VAR and BODY.
The body of a Lambda term might again be a Lambda term



or a function specification. Functional composition is en-
coded through an embedding of function specifications.

The representation of transitive verbs is a straightforward
translation of the one-dimensional CCG specification defeat
� (s\np)/np : λx.λy.defeat(y, x). Note that the de-curried
representation suggests that β-reduction for x happens be-
fore y. Note further that even though x is bound first, it is
the second argument of defeat.
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� \
1ST s
2ND np

�
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λ
VAR x
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The representation of modal verbs is more complicated
because P in the complex Lambda term below is not an ar-
gument like x (or x and y above), but instead a function
that is applied to x—it might even be a Lambda term as
the example Brazil should defeat Germany shows. Here is
the categorial representation, followed by the TFS encoding:
should � (s\np)/(s\np) : λP.λx.should(Px)
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Rules
Next comes the rule for Forward Functional Application:
(>A) X/Y : f Y : a ⇒ X : fa




>A
CAT X
SEM f

DTRS

�



CAT
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/
1ST X
2ND Y
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SEM
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λ
VAR a
BODY f

�




,

�
CAT Y
SEM a

��




Given this rule and the entries for should, defeat, and
Germany, the twofold application of (>A) yields the cor-
rect semantics for the VP should defeat Germany, viz.,
λx.should(defeat(x, Germany)), or as a TFS, constructed
via unification:
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The TFS representation of the three rules to follow next
are Forward Harmonic Composition, Forward Substitu-
tion, and Forward Type Raising. The motivation for such
kind of rules, can, e.g., be found in (Baldridge 2002).

(>B) X/Y : f Y/Z : g ⇒ X/Z : λx.f(gx)
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(>S) (X/Y)/Z : f Y/Z : g ⇒ X/Z : λx.fx(gx)
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Extensions
In this section, we outline several extensions of the basic CG
system and show what their TFSs representation look like.

$-Convention & Generalized Forward Composition
The VP should defeat Germany from the rule section can
not only be analyzed by a twofold application of (>A), but
also by applying (>B) to should and defeat, followed by
(>A). Now, (>B) must be generalized in case we are even
interested in ditransitive verbs, or even VPs with further PP
attachments. Instead of describing every possible alterna-
tive, (Steedman 2000) devised a compact notation using $-
schemes to characterize functions of varying numbers of ar-
guments, or as (Baldridge 2002) puts it: “In essence, the $
acts as a stack of arguments that allows the rule to eat into a
category”. For example, the schema s/$ is a representative
for the infinite set {s, s/np, (s/np)/np, . . .}.

Formally, the expansion of a $-category can be induc-
tively defined as follows. Let C be the set of complex cate-
gories, as defined earlier, F2 the set of binary functor sym-
bols, and let c ∈ C and f ∈ F2. Define C� := C∪{�}, cf� :=
c, and cfC� := {cfd | d ∈ C�}. Then cf$ := (cfC�)fC�.

Let us move on to the rule for generalized forward com-
position (>Bn) which employs $ and its TFS counterpart:
(>Bn) X/Y (Y/Z)/$ ⇒ (X/Z)/$
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The above TFS uses a “coordinated” path expression
1STn−1 at two places inside the rule structure and is, in a
certain sense, even worse than functional uncertainty (Ka-
plan & Maxwell III 1988), since it involves counting. To the
best of our knowledge, we are not aware of TFS formalisms

which offer such descriptive means. We thus understand the
above structure as a schema that can be compiled into k − 1
different concrete rules for 1 < n ≤ k. Another way to
carry over the meaning would be to add a unary and a binary
helper rule for each $-rule which together simulate the ex-
pansion of a $-category. We have opted for the first solution,
since the latter could blow up the search space of the parser.

We finally note that >B1 is equivalent to the original rule
>B. In case we define 1ST0 := � and assume that 2ND

.
=

Z ∧ 2ND
.
= $ leads to Z = $ (features are functional

relations!), there is no need to specify >B1 separately.
In principle, other rule schemata might be generalized in

such a way, but at the expense of further uncertainty and
overgeneration during parsing.

Atomic Categories & Morpho-Syntax
As indicated earlier, atomic categories in CCG usually do
have a flat internal structure. For instance, the category si

refers to an inflection phrase (Baldridge 2002). The TFS
representation then uses si as a type, having the following
definition:

IP ≡




si

SPEC boolean
ANT boolean
CASE case
VFORM fin
MARKING unmarked




Words in CCG usually refer to these more specialized cat-
egories; for instance, the ECM verb believe � (si\np)/sfin.
Given such specific category information, TFS unification
takes care that the additional constraints are “transported”
throughout the derivation tree.

Modes & Modalized CCG
Besides having more control through specialized atomic
categories as shown above, multi-modal CCG incorporates
means from Categorial Type Logic to provide a further fine-
grained lexical control through so-called modalities; see
(Baldridge & Kruijff 2003) for a detailed description. For
example, the complex category of the coordination particle
and � (si\si)/si which can lead to unwanted analyses is
replaced by the modalized category (si\�si)/�si.

In principle, modes can be “folded” into subtypes of the
very general complex category types / and \. We have, how-
ever, opted for an additional feature MODE which takes val-
ues from the following atomic mode type hierarchy:

·
/ | \
� � ×

There are further modalities which are not of interest to us
here. Let us finally present the TFSs for and and the multi-
modal CCG forward type raising rule rule (>T) which even
enforces modes to be identical between the embedded and
the outer slash.
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First Measurements
We have compared the performance of the CCG parser and
the PET system on a MacBook Pro (2GHz Core Duo, 32 bit
architecture). The measurements were carried out against
a hand-crafted artificial test corpus of 5,000 sentences with
an average length of 7 and a maximal length of 12 words,
including sentences with heavy use of different kinds of co-
ordination, such as Brazil will meet and defeat Germany or
Brazil should defeat Germany and Italy and England.

We have switched off the semantics and have only com-
pared the syntactic coverage, using categorial information,
including modes. We have also switched off the type rais-
ing rules in both parsers, since the OpenCCG parser seems
to ignore them in analyses licensed by the grammar theory.
Packing in both parsers has been switched on, supertagging
switched off (in fact, PET does not provide a supertagging
stage).

We further note that we have obtained about twice as
much analyses for PET (approximately 15,000 analyses) as
the OpenCCG system, the reason for this currently unclear.
For instance, the CCG parser produces only one analysis for
the sentence Brazil should defeat Germany, even though a
careful inspection of the rules shows that two analyses are
possible (as is the case for PET), viz.,

[(<A)Brazil [(>A) should [(>A) defeat Germany ] ] ]

[(<A)Brazil [(>A) [(>B) should defeat ]Germany ] ]

Even though we double the number of analyses, PET is
about one magnitude faster (overall 2.67 vs. 28.9 seconds
for the full set of 5,000 sentences).

Both PET and the OpenCCG system have implemented
standard CYK parsers. We believe that the difference in the
running time is related to the choice of the programming
language (C++ vs. Java), but also to maintenance effort and
the still ongoing development of the PET system by an ac-
tive community, whereas the evolution of the core parsing
engine in the OpenCCG library seems to have ended several
years ago.

To some extend, the above mismatch is related to the fact
that certain “settings” in the CCG are realized through pro-
gram code, but not declaratively stated in the lingware. For
instance, the type raising rules can in principle be applied to
arbitrary categories, but, by default, the OpenCCG code lim-
its them to NPs only. Given our treatment, such a restriction
can be easily stated in the TFSs for the type raising rules,
and we think that this is the right place to do so:
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Other “adjusting screws” in OpenCCG, e.g., the specifi-
cation of the atomic mode hierarchy (see last subsection)
are also “casted” in program code (deeply nested if-then-
else statements), whereas our treatment uses a type hierar-
chy, helping to better understand and manipulate the parser’s
output. Given these remarks, explaining missing analyses in
OpenCCG has required a deep inspection of the program
code. Besides the MODE dimension, we found a further or-
thogonal binary ABILITY dimension with values inert and
active that was hidden in the program code (Java classes) for
each categorial rule. The PET version of CCG still overgen-
erates (to a lesser extent) and we hope to unveil the secrets
at the conference.

Moving Further
The transformation schema described in this paper has been
manually constructed for the rules, the lexical types, and a
small set of lexicon entires. In order to automatically trans-
form the OpenCCG grammars from our Lab for English and
Italian, we have implemented code that operates on the XML
output of the ccg2xml converter for CCG’s WebCCG in-
put format. This includes files for rules, general types, and
so-called families which are collections of lexical types and
corresponding lexical entries.

Contrary to traditional CG and CCG, OpenCCG does not
use Lambda semantics, but instead comes with a kind of
Davidsonean event semantics, comparable to MRS, build-
ing on Blackburn’s hybrid modal logic: Hybrid Logic De-
pendency Semantics (HLDS) (Baldridge & Kruijff 2002).
Looking more closely on the seemingly different notation,
it becomes quite clear that HLDS formulae can be straight-
forwardly translated into a TFS representation. We can only
throw a glance on a small example at the end of this paper.

Originally, the HLDS representations were built up in
tandem with the construction of the categorial backbone
(Baldridge & Kruijff 2002), comparable to the construc-
tion of Lambda semantics in our rules before. (White
& Baldridge 2003) has improved on this construction by
attaching the semantics, i.e., the elementary predications
(EPs), directly to the atomic categories from which a com-
plex category is built up (see (Zeevat 1988) for a similar
treatment in UCG).



Consider the sentence Marcel proved completeness (Krui-
jff & Baldridge 2004). Subscripts attached to atomic cate-
gories (the nominals) can be used to access them. The satis-
faction operator @ that is equipped with a subscript e indi-
cates that the formulae to follow hold at a state named e:

proved � (se\npx)/npy :
@eprove ∧ @e�TENSE�past ∧ @e�ACT�x ∧ @e�PAT�y

Marcel � npm : @mMarcel
completeness � npc : @ccompleteness

By conjoining the EPs during the application of (>A) and
(<A), we immediately obtain

Marcel proved completeness � se :
@eprove ∧ @e�TENSE�past ∧ @e�ACT�m ∧
@e�PAT�c ∧ @mMarcel ∧ @ccompleteness

Exactly these effects can be achieved through unification
in our framework. The CCG nominals are realized through
logic variables (coreference tags), atomic categories, such
as s or np are assigned a further feature INDEX, cospecified
with the semantics, and the nominals are realized through or-
dinary features. In theory, SEM is a set-valued feature whose
elements are combined conjunctively (as in HLDS or MRS).
Since TDL (and PET) does not provide sets, the usual list
implementation is used. This gives us the following TFSs
(we have omitted the explicit representation of the name of
the event variables e, m, and c in the individual EPs below):
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Alternatively, the list representation of EPs might be re-
placed by a single complex feature structure. However,
the list implementation makes it easy to implement rela-
tional information, e.g., the representation of several modi-
fiers. Given the above encoding, there is no longer a need to
specify semantics construction in each of the categorial rule
schemata: semantics construction simply “happens” here
when categorial information is unified. In a certain sense,
this is easier and more elegant than representing the effects
of the different combinators A, B, S, T in the different kinds
of rule schemata, as we have described in the beginning of
this paper. More complex constructions involving, e.g., co-
ordination particles, stipulate that the list under SEM is in
fact a difference list in order to ease the implementation of a
list append that is not required in the example above.
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