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A. Aydemir1, A. Pronobis1, M. Göbelbacker3, M. Hanheide4,
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This deliverable deals with qualitative spatial cognition and presents con-
tributions in several directions. We follow up the work started last year
on spatial relations by providing a perceptual model also for “in” in ad-
dition to “on”. We present results on how this can be used to analyze a
scene and produce a coherent qualitative description of it. Furthermore, we
continue the work on exploiting the spatial relations for the task of object
search. We also incorporate planning and lift the assumption that the world
is fully explored before the search is started. This allows the system to trade
exploration off against exploitation. We have also completed the first full
implementation of the conceptual layer of the spatial model which makes use
of a probabilistic graphical model to fuse a rich set of cues to maintain prob-
ability distributions over for example room categories. The graphical model
also allows us to, in a principled way, integrate long-term, generic, default
knowledge with short-term, instance knowledge. The default knowledge is
used for boot strapping. In another strand of work we have also looked at
learning of functional spatial relations directly from sensor data in order to
endow the robot with a more functional understanding of space.
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2.5 K. Sjöö and P. Jensfelt, “Learning spatial relations from functional simula-

tion” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 A. Pronobis, “Semantic Mapping with Mobile Robots” . . . . . . . . . . . . 16

References 17

EU FP7 CogX ii



DR 3.2: Spatial referencing and short-term vs. long-term memory Jensfelt et al.

Executive Summary

This report, DR 3.2, presents the work in WP3 which concerns qualitative
spatial cognition during the third year in the CogX project. It follows up
on the first report DR 3.1 from WP3 where the main contribution was the
design of a layered model for representing space. The work on the design of
the spatial model (task 3.1) has come to an end and we are now working on
the implementation of it and various applications for it. More precisely we
are working more on spatial relations (task 3.2), how to address the issue
of short-term and long-term memory (task 3.3), how to establish references
to spatial entities for human-robot interaction (task 3.4, and much related
to WP6) and functional understanding of space (task 3.5). Additionally,
the project wide task on representing gaps in spatial knowledge (task 3.6)
is ever present.

Spatial relations were introduced during the second year as a means to
perform abstraction and facilitate high-level reasoning and it has become one
of the cornerstones in the work. We have continued this work by extending
the repertoire of topological spatial relations from “on” to also include “in”.
We show in this report how these spatial relations can be used for object
search but also to analyze a scene and produce a qualitative description
that is appropriate for communicating knowledge about it to a human. The
perceptual models for both spatial relations used are hard-coded. As a way
to lift this assumption and pave the way for true functional understanding
of space we have looked at methods for learning functional relations from
experience by letting the robot perform experiments in simulation.

During the third year we have also continued the work on place catego-
rization. This work was absorbed into the implementation of the conceptual
map, the top layer in the spatial representation, and we now present a system
that is not only able to categorize places but also maintain a wide variety
of other probability distributions which it serves to the rest of the system
as a basis for reasoning. The places defined in the place map are still the
basic unit on which classification is performed. Spatio-temporal accumula-
tion and integration of sensory information is done for each place. Places are
clustered into rooms. When estimating the category at room level, statistics
on typical indoor topologies are also incorporated. We have decoupled the
low level sensory data from the high level room concepts by introducing so
called properties, which characterize shape, size, general appearance trained
using a corpus of low level sensor data. Training of property models is very
time consuming relative to that of room concept models, which are trained
using relatively little data over high-level property features. This provides
better scaling and also allows, for example, new room concepts to be learned
directly by having dialogues with human agents.

Object search has become our most important benchmark task in WP3
and most of the work has been driven by the challenges posed by that task.
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There remain a number of open problems in object search in large spaces
that cannot be solved using existing approaches to navigation. Efficient
search behaviors are only conceivable if the robot has a rich understanding
of the spaces in which it is operating. We make heavy use of spatial relations
to achieve a hierarchical decomposition of space and allow for an implemen-
tation of indirect search. We lifted one important assumption from the first
report when we removed the need for the robot to start the search with
an explored map of the environment. Our robot is now able to start from
only generic default knowledge and plan for a goal-direction extension of the
robot’s knowledge of its environment that is interleaved with object search.

Role of spatial cognition in CogX

CogX aims to produce knowledge that can help endow a robot with the
ability to self-understand and self-extend. Spatial understanding is key to
achieving this. Our robot shares the space with humans and is assumed to
interact with them. This means that the robot’s understanding must extend
beyond where it is and how it can move from one place to another. It needs
to be able to exchange information with people which in turn requires that
the robot is able to, at least, map between its own representations of space
to that of the human.

Identifying gaps in knowledge is at the heart of the CogX project. The
idea is that by being able to identify these gaps the robot has come to a
form of self-understanding and it can then plan to fill these gaps and thereby
achieve self-extension. Examples of gaps in the context of WP3 are unknown
room categories and unknown position and spatial relations between objects.

Contribution to the CogX scenarios and prototypes

The work in WP3 contributes mostly to the Dora demonstrator (WP7)
by its focus on a mobile robot in large-scale spaces (beyond the current
sensor horizon). With the work in analyzing table top scenes and producing
qualitative descriptions of them based on the topological spatial relations
defined in task 3.2, we have come closer to merging the work with that
going on in the George demonstrator (WP7).

The work in WP3 forms the foundation in terms of functionality for
Dora. The work on adaptive situated dialogue processing (WP6) in Dora
deals with large-scale space and makes use of the representations derived
in WP3. The planning system (WP4) looks at the spatial representation
to find information to base its actions on. WP3 provides the container
and integration mechanism for some of the knowledge gained by the visual
perception system (WP2).
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1 Tasks, objectives, results

1.1 Planned work

WP3 deals with qualitative spatial cognition. We have the implicit assump-
tion that there will be processes dealing with quantitative aspects in parallel
and therefore some of the work we do deals with that as well. Understand-
ing and reasoning about space is needed for navigation; i.e. being able to
move about, knowing your position. This is an example of a fundamental
requirement for a mobile robot such as Dora. However, in CogX the aim is
set higher and we want to, for example, investigate methods to endow the
system with the capability to interact with humans in a, for the human, nat-
ural way and to be able to make use of the vast amount of knowledge that is
available in various databases in human readable form. To support this, the
system must be able to, among other things, make of use human concepts of
space, distill sensory level information to a symbolic level, combine innate
and acquired knowledge and learn over time.

We have divided the work in this work package into six tasks. One of
these, dealing with the development of a spatial model (task 3.1, see Fig. 1),
has come to an end and now continues in more specialized tasks (3.2-5)
and one task (3.6) which represents the tasks common to the entire project,
underpinning all the activities. The tasks we planned to work on the third
period were:

Task 3.2: Spatial referencing. The goal is to investigate what objects
and other entities in the map should be referenced and how.

Task 3.3: Short-term vs long-term spatial memory. The goal is to in-
vestigate how spatial knowledge should be represented to support both
short-term and long-term storage and access.

Task 3.4: Establishing reference to spatial entities for human-robot
interaction. The goal is to investigate, in the context of human-robot
interaction, how the robot can refer to objects based on their spatial
relations and how to learn this.

Task 3.5: Functional understanding of space. The goal is to investi-
gate how to gain knowledge about the function of space by analyzing
spatial models over time.

The work in task 3.2 serves primarily two purposes, as a way to perform
spatial abstraction to facilitate more efficient representations and learning
and as a means for human-robot communication. This year we planned to
expand our set of spatial relation from “on” to also include “in”. These
two together give us a powerful basis for representing and reasoning about
space.
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Figure 1: An overview of the four layered spatial model. The place layer
and the conceptual layer have more concrete instantiations and are therefore
referred to as maps.

Task 3.3 is partly fueled by the work in 3.2. The spatial relations help
us structure and represent long term memory. Task 3.3 is a quite general
task that comes in most of the other tasks. For any system that works with
a continuous flow of data there is a need to determine what information to
keep, for how long and what to do with it when its validity expires. During
the previous period we looked at, for example, incremental learning. This
period we will continue the work on the conceptual layer which gave the first
results just before the last review. The conceptual map allows for seamless
integration of long term, generic, default knowledge and more short term
instance knowledge.

In task 3.4 we planned to look at concrete ways to show that the spatial
relations developed in task 3.2 indeed are useful for creating representation
that can support human-robot interaction. During the previous period we
showed that they are useful for synthesis in an object search task (large-
scale space), this year we will look at using them for analysis of a scene
(small-scale space). These representations are the basis for the production
and understanding of verbal references in spatially situated human-robot
dialogues in WP6.

We have planned to take the first steps towards a deeper functional
understanding of space in task 3.5 this year. The functional spatial relations
developed in task 3.2 (”on” and ”in”) have so far been hard-coded. We
planned to look at ways to make the robot learn such relations starting
from more basic functional distinctions such as support and containment.

1.2 Actual work performed

In this section we describe what we actually did during the third year.
The work that was started on object search during the first two years has
continued and has become the task that has been used to motivate a lot of
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the activities in the work on the qualitative spatial cognition. It is a good
task as it involves many of the elements that we want to study in CogX. For
example, there is a user that the robot interacts with, the robot needs to
perform the basic navigation skills, it has to build a representation of space,
and it has to plan for actively gathering information to find the object as
brute force search in a large environment is very costly and inefficient. As
a reminder of previous work the spatial model is shown in Figure 1.

1.2.1 Task 3.2: Spatial Relations

During the second year of the project we introduced a perceptual model for
the topological spatial relation “on”. This year we have extended the robot’s
repertoire with “in” [31, 33] (Annex 2.1 and 2.4). These models make use of
visual information and have been validated in real world experiments. They
support both analysis of a perceived scene and synthesis of a scene based on
information from some source such as a human or prior knowledge.

In [31] (Annex 2.1) we showed how these spatial relations can be ex-
ploited to implement an efficient search strategy based on the indirect search
paradigm introduced by Garvey [10]. The idea is simple but powerful. If
you want to find a small object such as a whiteboard pen it is often more
efficient to look for larger objects (or more exactly objects that are easier
to find) which have a strong correlation with the target object, such as a
whiteboard. We made use of the spatial relations to formalize the indirect
search and build chains of relations such as “the mug is IN the box ON a
table (in the room)”. In this work it was assumed that the relation was
given and we worked in a single room.

In [2] (Annex 2.2) we extended the work to include two rooms, a number
of different relations each with an associated probability and an MDP style
planner to reason about what room to search in and which of many spatial
relations to exploit. Note that each long chain of relations (such as men-
tioned above) has to be broken down into pieces and each one taken into
account by the planner. The planner also needed to trade using indirect
search off against making use of all the relations in the chain at once. Con-
sider, “the mug is ON the table IN the room”. Full indirect search would
make the robot first look for the table and then the mug whereas the robot
could also directly make use of the “ON the table” part of the chain and
look for a mug at the corresponding height.

One of the limitations of the previous work was that it assumed that the
environment was fully explored. In [1] (see DR.4.3) we lift that assumption
and extend the problem to also include the tradeoff between exploring new
space and exploiting, i.e. searching the part of space so far known. The
dedicated MDP planner has also been replaced by a more general purpose
and novel switching planner reported on in more detail in WP4 where [1] is
included as well. In this work we also lift the assumption that we are dealing

EU FP7 CogX 3



DR 3.2: Spatial referencing and short-term vs. long-term memory Jensfelt et al.

with specific instances of objects and therefore move from, for example,
“the mug” to “a mug”. This affects the way percepts affect the probability
distribution for the existence of objects.

1.2.2 Task 3.3: Short-term vs long-term spatial memory

As already mentioned we consider the work on spatial relations to be part of
the work also on investigating short-term vs. long-term memory. In addition
to this stream of work we have spent considerable effort on the implemen-
tation of the conceptual layer of our spatial model. This is where the high
level reasoning takes place and it acts as a bridge between the robot’s rep-
resentation of space and that of its human users. In this way the conceptual
map plays an integral role also in task 3.4.

For the conceptual map the two benchmark tasks have been place cate-
gorization and object search. The former is included in the support needed
for the latter; however, this year we have made considerable efforts to for-
mally include objects also in the conceptual map complete with probabilistic
information. This allowed us to make the conceptual map the bridge not
only to the human but also to the planner so that all symbols and associated
probabilities are provided to the planner from one and the same source.

Work in place categorization has up until now trained the categorical
models for places directly from sensor data. This has some severe disadvan-
tages. It is very computationally heavy and time consuming to update these
models as all of them must be updated whenever a new one is added, for
example. Training a new model always involves going down all the way to
the sensor level. However, many concepts will be learned in the interaction
with a human and this interaction will not include any exchange of sensor
data. Instead it is likely that the human will describe a new room concept
in terms of other concepts such as the shape and size.

In [26] and [25] (Annex 2.3 and 2.6 respectively, with 2.6 providing more
details and background) the new conceptual map is presented. One of the
fundamental contributions of the work for place categorization is the decou-
pling of the low level sensory data from the high level room concepts by
introducing so called properties. These properties are shape, size, general
appearance and the existence of objects. Classifiers based on low level sen-
sory data (vision and laser) are learned for these properties. We consider
these to belong to the long-term memory of the robot. The high level room
concepts can now be learned based on information from, for example, com-
mon sense databases and in principle also directly from humans (yet to be
demonstrated at the time of writing). In addition to requiring a lot less
training data to form a new concept, significantly less memory and better
scaling by reusing the low level categorical model, we can also imagine using
different high level concepts for different users, which would not be possible
with the old representation.
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The conceptual map goes well beyond point based place categorization,
however. Each node in the place map is represented in the conceptual map
with associated properties. The places are connected and divided into rooms
based on the detection of doors. Statistics on topological information are
used as an extra source of information to influence the place categorization.
As an example, this means that by having gathered strong evidence that a
certain area is an office, the adjacent area will be very likely to be a corridor,
as this is the most common configuration. All the information in the con-
ceptual map is captured in a probabilistic graphical model, a chain graph.
This model allows the conceptual map to answer queries not only about the
category of a certain place or area but also conditional probabilities such as
what the probability is to find a certain object type in a certain room or
room category. This gives it a central place in the object search system and
the Dora system as a whole.

To summarize, the main additions to the conceptual layer this year was
an implementation based on a chain graph, the introduction of spatial prop-
erties as a way to decouple low level sensory data and high-level concepts,
the use of a statistical model for the topology of space to influence the cat-
egorization, and a principled way to connect the existence and quantity of
objects with other properties of space.

1.2.3 Task 3.4: Establishing reference to spatial entities for human-
robot interaction

In the kinds of mobile robotics scenarios we are dealing with in CogX, more
specifically in the Dora scenario, we are faced with interaction settings that
need not be confined to the immediate surroundings of the human and the
robot. Situated human-robot dialogues about entities (i.e., things, places,
properties, or events) in large-scale space require the interlocutors to draw
attention to entities that are not currently observable, and, likewise, to
comprehend which remote places and things are being talked about. WP3
investigates spatial knowledge bases that are suitable for such situated com-
munication between a robot and a human. In DR.6.4 we present an ap-
proach to producing and understanding situationally appropriate referring
expressions (REs) during a discourse about large-scale space that is based
on the spatial representations and knowledge bases developed within WP3
[45]. As an illustration, imagine a service robot that is supposed to clean up
an apartment consisting of several rooms. The apartment contains several
balls, boxes, and tables (see Figure 2). Rather than expecting an overly
verbose instruction like “take the ball in the kitchen and put it into the box
on the table in the kitchen”, the robot should be able to understand the
more natural utterance “take the ball in the kitchen and put it into the box
on the table” in the same situation. There might be different boxes that are
on tables – rendering the expression “the box on the table” ambiguous with
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kitchen bathroom

studyliving room

Figure 2: Four room apartment used to illustrate situationally appropriate
referring expressions.

respect to the whole apartment. However, the preceding reference to “the
ball in the kitchen” has shifted the focus of attention to the kitchen – which
in turn allows to felicitously refer to the box on the table in the kitchen as
“the box on the table.”.

As a way to facilitate situated dialogue and coherent spatial reasoning
also on a smaller scale, the perceptual models of “on” and “in” are com-
plemented with a set of rules or axioms. The axioms introduce relational
first-order logical predicates On(x,y) and In(x,y) in [33]. For example, the
axioms introduce transitivity for “on” and “in”. To do so we introduce a
third relation symbol Ont (transitive On) which allows the robot to deduce
that if x is on y and y is on z then x is also on z (transitively on). In total,
12 axioms are presented. Axioms and first-order logic are by nature truth
functional. However, the real world and sensing of it is not crisp at all. We
therefore present a way to make use of the axioms in a probabilistic frame-
work. We do so by using factor graphs which are also the vehicle by which
the chain graphs from the conceptual map in tasks 3.3 are evaluated. We
implemented these on our system and showed in experiments [33] that the
robot is able to analyze a scene and produce a qualitative evaluation of it,
suitable for conveying information about the scene to a human user.

Another stream of research investigates learning spatial relations with
a learning framework based on odKDEs that is being developed in WP5.
The setting is active learning of deictic spatial relations during interaction
with a tutor. This work so far falls mostly into WP5 but activities will shift
gradually more into WP3 during the last year.
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1.2.4 Task 3.5: Functional understanding of space

In task 3.2 where we made heavy use of topological spatial relations we
made the assumptions that these and the corresponding perceptual mod-
els were given to the robot. If the robot is truly to get an understanding
of space it has to be endowed with the ability to learn such relations on
its own. In [32] we take one step in this direction by only providing the
robot with basic functional distinctions such as support, location control,
protection and confinement and let the robot learn models of these from a
large number of features that can be directly perceived or calculated given
a known geometry of the objects by the robot (such as positions, distances
between objects, etc). The robot gathers data that it can use to learn mod-
els of interactions by performing experiments in a simulator. The simulation
environment allows us to perform a large number of experiments to gather
enough data and validate that it is in fact possible to learn such models.

1.2.5 RGB-D perception

In addition to the tasks that were defined almost four years ago in the
project proposal, we have also identified the need to exploit the recently re-
leased affordable 3D sensor from PrimeSense/Microsoft in the context of the
project. This new sensor, the so called Kinect, has created a tremendous ac-
tivity focused on perception and modeling with RGB-D data (D for depth).
All the partners’ robots have already been equipped with a Kinect. We are
collecting a RGB-D dataset with data from each site that will be released
publicly. This will be one of the first datasets captured from a moving robot
platform. Figure 3 shows an example of a 3D model built from part of the
data from the data collected at Birmingham.

The dataset will be made available at: http://www.cas.kth.se/rgb-d.

1.3 Relation to state-of-the-art

In this section we briefly relate our work to the state-of-the-art. A more in
depth discussion can be found in the annexes.

1.3.1 Task 3.2

Our work on quantifying spatial relations is not the first in the area. How-
ever, to our knowledge our work is the first to take a functional approach
and place emphasis on being able to use the models with real sensor data.
Our spatial relations “on” and “in” are based on objective properties such
as support and containment. We also model and use the 3D nature of the
objects in contrast to other related work. In previous and related work,
the Attention Vector Sum was introduced in [23] as a numerical measure of

EU FP7 CogX 7



DR 3.2: Spatial referencing and short-term vs. long-term memory Jensfelt et al.

Figure 3: Local 3D model built from the data from an office at Birmingham.

how acceptable a particular spatial relation is for describing a scene. [16]
proposes a model based on spatial templates describing a certain situation
that can be matched in a scene. Spatial relations used in the context of
interaction with users in a graphical way are presented in [15] and [12]. The
latter also provides a good survey of computational models for spatial rela-
tions. We believe topological relations are key for a robot’s understanding of
space. These types of relations were surveyed in [4]. The Region connection
calculus (RCC) [7] and its variants are well-known approaches providing a
language for expressing qualitative relationships between regions – such as
containment, tangential contact etc. RCC is purely geometrical and there-
fore does not involve functional relations.

1.3.2 Task 3.3

The problem of place recognition [13, 39, 36, 3, 30, 40, 28] and place cate-
gorization [37, 19, 9, 44, 42, 27] has a long history in computer vision and
robotics. Most of the previous work has focused on one sensory modality
(typically laser or vision) or one cue (e.g. geometry, appearance, objects)
but there are several examples where vision has been combined with infor-
mation from sensing of geometrical features of space [36, 20]. When used in
a mapping context some work specializes on handling large-scale datasets
such as in [18, 6] and therefore require extreme computational efficiency.
We instead focus on a method that is well adapted to be used in a human
interaction setting where the robot, in addition of building up a representa-
tion of the here and now (short-term memory) also must be able to relate
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its knowledge to human concepts stored in long-term memory and provide
mechanism to learn such concepts effciently with little data.

Many have observed that it is important to be able to fuse information
over time and space. Some have applied typically mapping techniques such
as particle filters [27] and other employed Bayesian filtering [43] or graphical
models such as HMM [38]. In our work we perform integration at two
levels, first at the level of places where information is accumulated and later
the conceptual map where information is fused across places and combined
with typical room connectivity information by a chain graph [14] which is a
probabilistic graphical model.

1.3.3 Task 3.4

In linguistics, referring expressions are definite descriptions (typically noun
phrases) that enable a hearer to “pick out whom or what [the speaker] is
talking about” [8]. In the field of Natural Language Generation the task of
generating referring expressions is finding an appropriate verbal expression
that successfully identifies the intended referent to the hearer on first men-
tion. As long as the domains of discourse are small visual scenes or other
closed-context scenarios, the intended referents are always in the current
focus of attention. In contrast, we address the challenge of producing and
understanding references to entities that are outside the current focus of
attention, e.g., because they have not been mentioned yet and are beyond
the currently observable scene; a situation that is common when interacting
with a mobile indoor robot.

Paraboni et al. [24] are among the few to address the issue of generating
references to entities outside the immediate environment. They present
an algorithm for context determination in hierarchically ordered domains.
Large-scale space can be viewed as a hierarchically ordered domain [35, 17].

In DR.6.4 we present an extension of our previous work on determining
appropriate contexts in spatial domains [46, 47]. We advance the state-of-
the-art by not only looking at single referring expressions, but rather taking
into account how the focus of attention shifts through the spatial domain
during a discourse about large-scale space (see Section 1.2.3). The approach
lends itself to be used with the kinds of spatial knowledge bases that are
investigated and developed in WP3. A more detailed account can be found
in DR.6.4.

The approach to quantifying spatial relations (“in” and “on”) by detect-
ing functional relations (support and containment, resp.) is immediately
applicable in the context of state-of-the-art approaches to the generation of
referring expressions in shared visual scenes (see, e.g., [41]).
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1.3.4 Task 3.5

There has been some activity related to learning of spatial relations before
such as Regier [29] and Skočaj et al. [34]. In these works the systems learn
to recognize spatial relations and associate them with words.

Our work under this task is highly related to the idea of affordances
introduced by Gibson [11]. We want to learn affordances and therefore take
the view of Norman [22] who argued that an agent must be aware of the
capabilities of an object for an affordance to exist whereas affordances are
independent of the knowledge or predisposition of an agent according to
Gibson.

Cos-Aguilera et al. [5] and Mugan and Kuipers [21] both show examples
of affordance learning in the context of recognizing objects and action rules,
both in simulated environments. Our work applies those principles to the
problem of learning spatial relations: functionally defined, bottom-up and
carried out in simulation.
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2 Annexes

In addition to the papers presented in these annexes the following two papers
are highly related to the work in WP3

• M. Hanheide, C. Gretton, R. W. Dearden, N. A. Hawes, J. L. Wyatt,
A. Pronobis, A. Aydemir, M. Göbelbecker, and H. Zender, ”Exploit-
ing probabilistic knowledge under uncertain sensing for efficient robot
behaviour”, IJCAI, Barcelona, Spain, July 2011. (in DR.7.2 Annex
A.1)

• A. Aydemir, M. Göbelbecker, A. Pronobis, K. Sjöö and P. Jensfelt,
”Plan-based Object Search and Exploration Using Semantic Spatial
Knowledge in the Real World”, to appear ECMR, Örebro, Sweden,
September 2011, (in DR.4.3 Annex 2.2)

2.1 K. Sjöö et al. “Topological spatial relations for active
visual search” (Tech report 2010)

Bibliography Kristoffer Sjöö, Alper Aydemir, David Schlyter and Patric
Jensfelt, “Topological spatial relations for active visual search”, KTH CSC,
CAS/CVAP, September 2010, TRITA-CSC-CV 2010:2 CVAP 317

Abstract If robots are to assume their long anticipated place by human-
ity’s side and be of help to us in our unstructured environments, we believe
that adopting human-like cognitive patterns will be valuable. Such environ-
ments are the products of human preferences, activity and thought; they are
imbued with semantic meaning. In this paper we investigate qualitative spa-
tial relations with the aim of both perceiving those semantics, and of using
semantics to perceive. More specifically, in this paper we introduce general
perceptual measures for two common topological spatial relations, “on” and
“in”, that allow a robot to evaluate object configurations, possible or actual,
in terms of those relations. We also show how these spatial relations can
be used as a way of guiding visual object search. We do this by providing
a principled approach for indirect search in which the robot can make use
of known or assumed spatial relations between objects, significantly increas-
ing the efficiency of search by first looking for an intermediate object that
is easier to find. We explain our design, implementation and experimental
setup and provide extensive experimental results to back up our thesis.

Relation to WP This paper presented perceptual models for the topo-
logical spatial relations “in” and “on” which is one of the main ways in
which we perform abstraction of spatial knowledge. Object search is used
as an example task to show that this is a useful abstraction which allows us
to realise so called indirect search. (Task 3.2)
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2.2 A. Aydemir et al., “Search in the real world: Active
visual object search based on spatial relations”

Bibliography Alper Aydemir, Kristoffer Sjöö, John Folkesson, Andrzej
Pronobis, and Patric Jensfelt, “Search in the real world: Active visual object
search based on spatial relations”, International Conference on Robotics and
Automation (ICRA11), May 2011, Shanghai, China

Abstract Objects are integral to a robot’s understanding of space. Var-
ious tasks such as semantic mapping, pick-and-carry missions or manipu-
lation involve interaction with objects. Previous work in the field largely
builds on the assumption that the object in question starts out within the
ready sensory reach of the robot. In this work we aim to relax this assump-
tion by providing the means to perform robust and large-scale active visual
object search. Presenting spatial relations that describe topological relation-
ships between objects, we then show how to use these to create potential
search actions. We introduce a method for efficiently selecting search strate-
gies given probabilities for those relations. Finally we perform experiments
to verify the feasibility of our approach.

Relation to WP This paper show how to make use of topological spa-
tial relations and planning for efficient object search. The spatial relations
allow us describe the location of objects in way that scales well to large
environments and fits well with the indirect search paradigm which is re-
alised using an MDP style planner. We make use of a both of long-term and
short-term knowledge in this task. We store, for example, generic knowl-
edge such as models for objects and the typical relations between them in
long-term memory and, for example, a local geometric model describing the
local surroundings in short-term memory. (Tasks 3.2 and 3.3)
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2.3 A. Pronobis and P. Jensfelt, “Hierarchical Multi-Modal
Place Categorization”

Bibliography Andrzej Pronobis and Patric Jensfelt, “Hierarchical Multi-
Modal Place Categorization”, to appear at European Conference on Mobile
Robotics, September 2011, Örebro, Sweden

Abstract In this paper we present an hierarchical approach to place cate-
gorization. Low level sensory data is processed into more abstract concept,
named properties of space. The framework allows for fusing information
from heterogeneous sensory modalities and a range of derivatives of their
data. Place categories are defined based on the properties that decouples
them from the low level sensory data. This gives for better scalability, both
in terms of memory and computations. The probabilistic inference is per-
formed in a chain graph which supports incremental learning of the room
category models. Experimental results are presented where the shape, size
and appearance of the rooms are used as properties along with the number
of objects of certain classes and the topology of space.

Relation to WP This paper relates to our work on knowledge representa-
tions at different time-scales (Task 3.3) as well as as a support for interaction
with humans (Task 3.4).
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2.4 K. Sjöö et al., “Functional topological relations for qual-
itative spatial representation”

Bibliography Kristoffer Sjöö, Andrzej Pronobis and Patric Jensfelt, “Func-
tional topological relations for qualitative spatial representation”, The 15th
International Conference on Advanced Robotics, June 2011, Tallin, Estonia

Abstract In this paper, a framework is proposed for representing knowl-
edge about 3-D space in terms of the functional support and containment re-
lationships, corresponding approximately to the prepositions “on” and “in”.
A perceptual model is presented which allows for appraising these qualita-
tive relations given the geometries of objects; also, an axiomatic system for
reasoning with the relations is put forward.

We implement the system on a mobile robot and show how it can use
uncertain visual input to infer a coherent qualitative evaluation of a scene,
in terms of these functional relations

Relation to WP This paper shows how to make use of spatial relations
(Task 3.2) to build up a representation of a scene perceived with vision in
a way that would allow the system to describe the scene qualitatively to a
human (Task 3.4).
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2.5 K. Sjöö and P. Jensfelt, “Learning spatial relations from
functional simulation”

Bibliography Kristoffer Sjöö and Patric Jensfelt, “Learning spatial re-
lations from functional simulation”, to appear at IEEE/RSJ International
Conference on Intelligent Robots and Systems, September 2011, San Fran-
sisco, USA

Abstract Robots acting in complex environments need not only be aware
of objects, but also of the relationships objects have with each other. This
paper suggests a conceptualization of these relationships in terms of task-
relevant functional distinctions, such as support, location control, protection
and confinement. Being able to discern such relations in a scene will be im-
portant for robots in practical tasks; accordingly, it is demonstrated how
predictive models can be trained using data from physics simulations. The
resulting models are shown to be both highly predictive and intuitively rea-
sonable.

Relation to WP This paper presents our first steps towards endowing the
robot with the ability to acquire a functional understanding of space. The
acquisition is done by performing mini-experiments in simulation. (Task
3.5)
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2.6 A. Pronobis, “Semantic Mapping with Mobile Robots”

Bibliography Andrzej Pronobis, “Semantic Mapping with Mobile Robots”,
Royal Institute of Technology (KTH), SE-100 44 Stockholm, Sweden, June
2011, ISBN 978-91-7501-039-7, ISSN-1653-5723

Abstract After decades of unrealistic predictions and expectations, robots
have finally escaped from industrial workplaces and made their way into our
homes, offices, museums and other public spaces. These service robots are
increasingly present in our environments and many believe that it is in the
area of service and domestic robotics that we will see the largest growth
within the next few years. In order to realize the dream of robot assistants
performing human-like tasks together with humans in a seamless fashion,
we need to provide them with the fundamental capability of understanding
complex, dynamic and unstructured environments. More importantly, we
need to enable them the sharing of our understanding of space to permit
natural cooperation. To this end, this thesis addresses the problem of build-
ing internal representations of space for artificial mobile agents populated
with human spatial semantics as well as means for inferring that semantics
from sensory information. More specifically, an extensible approach to place
classification is introduced and used for mobile robot localization as well as
categorization and extraction of spatial semantic concepts from general place
appearance and geometry. The models can be incrementally adapted to the
dynamic changes in the environment and employ efficient ways for cue in-
tegration, sensor fusion and confidence estimation. In addition, a system
and representational approach to semantic mapping is presented. The sys-
tem incorporates and integrates semantic knowledge from multiple sources
such as the geometry and general appearance of places, presence of objects,
topology of the environment as well as human input. A conceptual map is
designed and used for modeling and reasoning about spatial concepts and
their relations to spatial entities and their semantic properties. Finally,
the semantic mapping algorithm is built into an integrated robotic system
and shown to substantially enhance the performance of the robot on the
complex task of active object search. The presented evaluations show the
effectiveness of the system and its underlying components and demonstrate
applicability to real-world problems in realistic human settings.

Relation to WP The thesis relates mostly with Tasks 3.1, 3.3 and 3.4.
It contains work prior to CogX but a large part of it was been done during
CogX and it provides a lot more detail on the conceptual map than [26] does.

The thesis can be downloaded from http://www.pronobis.pro/phd.

EU FP7 CogX 16



DR 3.2: Spatial referencing and short-term vs. long-term memory Jensfelt et al.

References
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[24] Ivandré Paraboni, Kees van Deemter, and Judith Masthoff. Generating
referring expressions: Making referents easy to identify. Computational
Linguistics, 33(2):229–254, June 2007.

EU FP7 CogX 18



DR 3.2: Spatial referencing and short-term vs. long-term memory Jensfelt et al.

[25] Andrzej Pronobis. Semantic Mapping with Mobile Robots. PhD thesis,
Royal Institute of Technology (KTH), Stockholm, Sweden, June 2011.

[26] Andrzej Pronobis and Patric Jensfelt. Hierarchical multi-modal place
categorization. In to appear at European Conference on Mobile Robotics,
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Search in the real world:
Active visual object search based on spatial relations

A. Aydemir, K. Sjöö, J. Folkesson, A. Pronobis, P. Jensfelt

Abstract— Objects are integral to a robot’s understanding
of space. Various tasks such as semantic mapping, pick-and-
carry missions or manipulation involve interaction with objects.
Previous work in the field largely builds on the assumption that
the object in question starts out within the ready sensory reach
of the robot. In this work we aim to relax this assumption
by providing the means to perform robust and large-scale
active visual object search. Presenting spatial relations that
describe topological relationships between objects, we then
show how to use these to create potential search actions. We
introduce a method for efficiently selecting search strategies
given probabilities for those relations. Finally we perform
experiments to verify the feasibility of our approach.

I. INTRODUCTION
Service robots – robots that perform everyday tasks in

everyday settings, whether domestic, office or other – are an
eagerly anticipated goal within autonomous agent research.
Compared to industrial robots, progress in service robotics
has been relatively slow to date. This discrepancy is largely
due to the fact that the environments service robots have to
cope with are far more dynamic, unpredictable and “human-
oriented” than those encountered by their industrial brethren.

Much work is going into overcoming the problem of
making sense of complex environments, especially using
vision. Key in this effort is the apprehension of objects.
Objects hold an important role in human perception of space
[1]. Localizing and interacting with them lies at the heart of
various robotics research challenges, and while there is no
shortage of open questions in dealing with objects, the bulk
of previous work relies on the assumption that the particular
object in question is already within the sensory reach of the
robot. An often stated reason for this is tasks such as object
recognition and object manipulation are already challenging
enough. Nevertheless, as the field advances in its aim to
build versatile service robots, the assumption of objects being
readily available in the field of view of robot’s sensors is no
longer reasonable.

A mobile robot operating in the real world will have to
interact with objects of varying size, shape and degree of
mobility, to name a few complications. One way around
the issue is to let the environment keep track of the objects
and report their location when asked; however, this creates
a dependency on an intelligent environment. Thus, it is
imperative to be able to reliably locate objects visually in

The authors are with the Centre for Autonomous Systems at the
Royal Institute of Technology (KTH), Stockholm, SE-100 44, Swe-
den. This work was supported by the SSF through its Centre for Au-
tonomous Systems (CAS), as well as by the EU FP7 project CogX
and the Swedish Research Council, contract 621-2006-4520 (K. Sjöö)
[aydemir,krsj,johnf,pronobis,patric]@csc.kth.se

the real world in order to perform tasks such as place
categorization, fetching and carrying, and manipulation.

The goal of object search, then, is to produce a set
of sensing actions which brings the target object into the
sensor’s field of view. For efficiency, it should consist of a
minimum number of sensing actions with maximal object
detection probability. This is an example of active vision
[2]. In the context of object search we refer to this as active
visual search (AVS).

Considering the case of searching for a 3D object in 3D
space, solving the AVS problem is far from trivial. Factors
such as occlusion and illumination affect the search outcome
significantly; therefore, to construct and execute such a plan,
the searcher must actively adjust its sensor parameters to
obtain the highest quality data. Search within the context
of an agent’s current sensory input has been investigated in
some detail in [3], [4]. However, the problem of search on a
mobile platform, in a real world environment has seen less
activity.

Most significantly, the mobile AVS problem has a dimen-
sionality proportional to the number of sensor parameters
that can be actively controlled – such as the position and
orientation of a sensor, for each action. Uninformed search,
i.e. without any prior information on the target object’s
location, inevitably suffers from the curse of dimensionality.
The pioneering work done by Tsotsos [5] showed that the
problem of optimal search is NP-hard. [6] provided the
probabilistic framework for performing object search which
is based on the Bayesian theory. Using the same probabilistic
framework [7] performed experiments on a humanoid robots
in a real world setting. [8] presented an approach where the
robot uses visual cues to further examine a particular part of
the search space.

In 1976, Garvey presented indirect search as a way of
limiting the search space [9]. Indirect search involves first
locating an intermediate object in order to facilitate the
search for the target object. An example of this is finding
the table first and then focusing on top of the table to find a
cup in a room. Later on, Wixson [10] showed that indirect
search provides a significant increase in search efficiency.

More recently the AVS problem has seen increasing inter-
est. [11] uses spatial relations to guide the search process.
[12] presents a system that creates object maps. [13] applies
the methodology used in a pursuit-evasion scenario to the
AVS problem providing a new insight but with limited
experiments. [14] studies the case where a robot simultane-
ously explores and searches for objects. [15] uses object co-
occurrence histograms to locate objects in the environment



represented as a SLAM map. [16] focuses on getting the
6DoF pose of the object and uses probability maps to plan
the search.

A. Contributions

In this work we consider the case of a mobile robot looking
for an object in an indoor environment. Contributions of this
work are four-fold. First we provide an application of pre-
viously introduced spatial relations in a robotics framework,
by basing a strategy for AVS on them. Second, we present
several variants of a method for selecting a near-optimal
strategy, and compare them in the context of object search.
Third, we demonstrate a method for robust execution of a
set of strategies, by taking into account failed strategies and
re-evaluating possible strategies. Finally, we demonstrate the
above ideas by implementing them on a mobile robot.

II. SEARCH IN THE REAL WORLD

Imagine a robot tasked with visually locating and fetching
a cell phone located somewhere on a floor of a medium
sized building. Without any a priori information on the
object’s whereabouts the robot, in the worst case, must cover
the entire volume of each of the rooms on that floor. To
accomplish this, the robot calculates a search plan which
includes a series of sensing actions with the hope that this
plan will lead to localizing the said object. Sensors, and
in particular cameras, have a limited field of view and a
particular object can only be reliably detected within some
interval of ranges. Covering the entire environment will
be very time consuming and appear quite inefficient to
human observers. Therefore a robotic system would greatly
benefit from starting its search with some initial information
and thereby a non-uniform a priori probability distribution
function (PDF) defined over the volume of search space.

Assume there is such a PDF defined over the metric space,
as is done in [16], [13], [7]. A robot making use of such a
priori information will perform better than the aforemen-
tioned uninformed search, given that its initial PDF is an
accurate representation of the real world’s state. However
this representation of probabilities would suffer from being
susceptible to small changes in the environment since no
abstraction over the metric space is present. An obvious
example would be an object moved from one end of a
meeting table to another. Such a system would detect the
absence of the object and proceed with a full-fledged search
in the entire environment.

Furthermore, several different PDFs for various objects
will be harder to maintain and use as the environment
grows in size. This has led to experiments in the previous
work being done in a very limited search space, as it is
computationally expensive to run such a system in larger
environments. Finally, a robot interacting with humans is
likely to receive information on an abstract level and not
on the metric level. Humans describe positions not by exact
coordinates but by relations to other entities in the environ-
ment. Thus metric level systems will need some mechanism
to help them interpret such information. On the other hand,

a system that does not take into account lower level aspects
might perform poorly through failing to take account of such
low level factors as occlusions, limited sensor range, and
illumination.

III. PROBLEM FORMULATION

All of the above points out the necessity of introducing
higher level abstraction to the AVS problem, while still
meeting the lower-level challenges of a real world scenario.
We accomplish this by introducing functional definitions of
spatial relations to the AVS problem.

The main issue that this work aims to deal with is: given
information – possibly uncertain – about spatial relations
between objects in an environment, how is the agent to
organize an efficient search aimed at finding a given object?

A. Choosing a next best view

We introduce the next best view selection algorithm fol-
lowing the formulation of [6]. The robot has an initial PDF
over the 3D space Ψ. The search region Ψ is discretized
by tessellating it into 3D cubes c1...cn. A sensing action
s is then defined as taking an image of Ψ and running a
recognition algorithm to determine whether the target object
o is present in the image or not. In the general case, the
parameter set of s consists of camera position (xc, yc, zc),
pan-tilt angles (p, t), focal length f and a recognition algo-
rithm a; s = s(xc, yc, zc, p, t, f, a).

An agent starts out with an initial PDF for the target
object’s location over Ψ. We assume that there is exactly
one target object in the environment either inside or outside
the search region. Let p(ci) be the probability of the object’s
center being in the ith cell.

The next best view selection is then defined as:

argmax
j=1..N

n∑

i=1

p(ci)S(ci, j) (1)

Where N is the number of candidate sensing actions and
S is defined as:

S =

{
1, if ci is covered by the jth sensing action
0, otherwise

Finally, the set of candidate view points is determined by
randomly sampling the reachable space in Ψ.

B. Search Strategies and strategy steps

We wish to determine the strategy that minimizes the
expected cost to find the target object. A strategy consists
of a sequence of steps, each of which is a search procedure
in its own right: a “simple” search, looking for an object
given some specific prior probability distribution.

For example, a strategy might be composed of the steps
1) Go to room 1
2) Search for the table (which could be anywhere in the

room)
3) Search for the box on top of the table
4) Search for the book inside the box



Another strategy might be
1) Go to room 1
2) Search for the box, which could be anywhere in the

room but at a height compatible with being on the table
3) Search for the book inside the box

In this case, the robot uses the relational information directly,
without the extra step of localizing the table.

The objective, then, is to find the most efficient sequence
of steps, out of all sequences that lead to the target object.

Each strategy step, such as “the box on the table” cor-
responds to a 3D PDF (Figure 2). The step is carried out
by greedily generating a set of potential view points, as
described in III-A. The process is continued until the object is
found, or the remaining probability is lower than a threshold
(we set it to 30%), in which case it is deemed that the current
strategy step has failed.

The cost of a strategy step is calculated as follows: First
a 3D PDF corresponding to a strategy step is calculated.
Then the set of next best view points that covers 70% of
this PDF is generated in accordance with III-A. Finally the
total distance travelled to visit all the view points in the set
is calculated. The cost thus is based on the total amount of
movement until a certain proportion of the initial probability
is covered.

IV. SPATIAL RELATIONS AND SEARCH
Objects in environments that are created and used by

human beings do not occur randomly. Rather, people design
and organize spaces in ways that serve various functional
purposes. This organization is expressible in terms of spatial
relations.

Spatial relations are abstractions of the configuration in
space of objects, such as their distances, directions or
topological relationships. These help humans structure and
remember aspects of their environment, and are likewise of
great potential use when a robot has to search for objects in
that same environment.

We make use of two of the most important topological
spatial relations: “in” (meaning that an object is contained
in the convex hull of another) and “on” (meaning that one
object is being physically supported by another). The object
that contains or supports is termed the “landmark”, while the
other is termed the “trajector”.

In [11] a detailed computational model for each of these
relations is proposed, and a method for computing a prob-
ability density, as might be used by an AVS procedure, is
presented. These models take the form of functions that
take the pose and geometry of two objects and yield a
scalar measure of how applicable the relation “on” or “in”,
respectively, is to the configuration in question. High values
mean the trajector’s pose corresponds very well to being
“on”/“in” the landmark. These functions, when normalized
over 3D space, produce probability density functions that can
be directly used in AVS.

Given the position of a landmark, this method drastically
reduces the search space when looking for a trajector that
has a known spatial relation to that landmark. Even when

the landmark’s position is not known the spatial relation
information may help accelerate the search by biasing the
distribution.

[11] assumes that the robot has complete knowledge of
which relations hold. This is not the typical case, however;
rather, what is given will be a probability distribution over
possible relations, gleaned from common-sense knowledge
databases or learned from experience in real environments.
The question then becomes how best to investigate the
different possible relational configurations in order to find
the sought object at as low a cost as possible.

V. STRATEGY SELECTION

The object search strategy selection is modeled as a
Markov decision process, MDP, over the belief state. The
target object location is represented by an n-tuple of booleans
s. Each element corresponds to a relational description of the
object location such as: “book on table in livingroom”. We
refer to these descriptions as configurations for the object.
An element of s is true if the object has the configuration
in question. The configurations are not mutually exclusive.
We restrict ourselves to configurations that contain a specific
room. The s is a discrete random variable. Its probability
evolves as the robot searches for the object. This probability
is the belief state of the MDP.

The actions, a, are specific strategies for searching con-
figurations. A single configuration will always have a direct
search strategy which is to search for the object with the
a priori distribution of object locations dependent on the
configuration as a whole. Some configurations will also have
indirect search strategies with several steps, as exemplified
in Sec. III-B. Each action has a set of possible final states
and costs. The state transitions consist of either finding the
object or failing at some step. Finding the object changes the
belief to certainty and ends the search; failing at some step
changes the probabilities of the configurations and the costs
of future actions.

The probabilities change by the Bayes update rule:

p(s|z) = p(z|s)p(s)/p(z) (2)

where z is the observation of failing the current step. The
probability of successfully finding the object in a step given
a specific configuration is the sum of the probability mass
covered by all the view cones selected during that step.

Costs of actions are based on an estimate of robot motion
needed to carry out the action, including travel to the room
and movement between the selected view points. After a
failed step, costs for subsequent actions may be decreased,
if the search located objects that are intermediate steps in
those actions.

The Bellman equation without discount for this system is:

V (x) = max
a

(R(x, a) +
∑

x′

p(x′|x, a)V (x′)). (3)

Where x and x′ are belief states and V is the value
function which here is the negative expected cost. The
maximum is taken over all actions (i.e. search strategies)



and the sum is over the various possible transitions states
x′ from x under action a. The optimal action would be the
argument of the maximum.

Without a discount on future costs and without any
certainty of finding the object, a stopping criterion for the
search is required, or the expected cost will be infinite. The
choice of stopping criteria will affect the optimal policy. The
search terminates when the probability of the object being
in a room is below some threshold for every room. One
could also use the probability of a configuration or just the
posterior probability of the object being in the environment.
A stopping criterion at the room level is useful as it allows
for exploiting the separation of the search into rooms to make
policy computation tractable.

We further simplify the policy calculations by limiting the
state transitions to either success or failure at the final step.
This means that we need not update the probabilities of the
intermediate configurations, e.g., “table in livingroom”.

The expected cost for an action selection policy, π is:

< cost|π >= E0(π) = Cn(π) +Qn(π)En(π) (4)

where En(π) is the expected cost of the continued search
given that the nth policy action failed.

Qn(π) = Qn−1(π)(1− pn(π)) (5)

where pn(π) is the probability of success on the nth action
given that the previous actions all failed. Qn is the probabil-
ity of failing n steps. Then suppressing the dependence on
the policy π:

Cn = Cn−1 +Qn−1(pncsn + (1− pn)cfn (6)

where csn and cfn are the expected cost of success and
failure respectively.

We can now compute the expected cost of any policy if we
knew En(π). It can be approximated based on Qn. Qn starts
as Q0 = 1.0 and is then reduced as n increases, asymptoti-
cally approaching Q̄ which is the a priori probability that the
object is not in the environment. Qn is therefore a measure of
the progress of our search. We will explore two assumptions
on En: i), it is simply a constant or ii), it is proportional to
(Qn − Q̄).

The constant assumption leads to the problem of choosing
a specific constant. We use two methods of selecting this
constant future cost. First, introducing a parameter Ē chosen
based on typical search costs.

E0 = Cn +QnĒ. (7)

Second, use Eq.(4) to estimate the constant by setting
En = E0.

E0 = Cn +QnE0 → E0 = Cn/(1−Qn). (8)

Similarly, using the second assumption on En we find:

E0 = Cn/(1−Qn(Qn − Q̄)/(1− Q̄)), n > 0. (9)

Once an assumption has been made one can find a well-
defined optimal action by setting the depth of the policy
search, n, or the number of steps to project the MDP. The
larger n is the smaller the effect of our approximation;
however, the number of belief states grows exponentially
with n. This makes simple exhaustive search of all paths
impractical for more than a few steps. If the greedy search
n = 1 is used the search will often be sub-optimal; for
example, moving from one room to another carries a large
cost and should not be chosen until the current room has been
well searched, whereas the cost of returning to the room later
is not considered by the greedy search.

Search over multiple rooms is complex. Nevertheless if the
search were restricted to one room the sequence of actions
would be independent of the state of the search in the other
rooms. The magnitude of the problem may thus be greatly
reduced by finding the optimal search sequence for each
room separately. We then only need to optimize the choice
of room at each step, knowing the sequence of actions to
take given the room.

Within a room the greedy strategy works well so long as
there are no dependencies between the separate configura-
tions. Such independence does not hold in general. In some
cases a configuration is made easier to search by having
failed on some earlier search; e.g., finding the book on the
table after having found the table on a previous failed search.
These special configurations can be enumerated. We then do
a restricted forward projection of the MDP within a room
by choosing at each step to project the lowest expected cost
policy from the previous step and the lowest cost policy out
of those that contain the special configurations for each of
the special configurations. In this way we are not likely to
miss an advantage from these dependencies.

During policy evaluation we look at all sequences of room
choices out to our search depth, choosing for each room the
next action from the list of optimal actions found for that
room. We then take the sequence of actions the has the lowest
expected cost.

This gives us an efficient way to reduce the search over
policies, breaking the problem up first into rooms and then
into searches containing a limited number of policies at each
step.

VI. EXPERIMENTS

A. Simulation

We used simulations to verify that our action selection
policies could produce lower cost searches on average. The
MDP model matches the simulation while the actual imple-
mented object search on the robot is not modeled perfectly
in the MDP used for policy selection. Besides not being able
to model the uncertainty in object recognition for all viewing
angles, we also could not model other relatively random
aspects of the real world robot, such as chance recognition of
the tables and furniture that might help with later searches.

The simulations were done by varying the a priori distri-
bution of the object over configurations. We set these ran-
domly and then computed the action under a policy. We then



Fig. 1. We show the simulated expected costs for the example of four
rooms using the three policies vs. n, the depth of the policy’s search over
actions.

found the next action under the policy for the contingency
of failure. We continued until the search would have ended
due to our stopping criteria. Then we computed the expected
cost of executing the entire sequence of actions using Eq. (4)
where En is zero when we reach the stopping point. All
policy variations were checked on this initial distribution.
Finally a new random distribution was then selected and
the process repeated. We performed 100 distributions and
computed the resulting performance for various policies and
depth of search. In this way we could see how the three
assumptions on En, the depth of search, and the size of the
environment affect the expected cost of search.

We found that the best expected costs were found by using
equation (8). Figure (1) shows the expected costs vs depth
of search for our policies 1, 2, and 3 using Eq. (7), Eq. (8)
and Eq. (9) respectively. One can see that the cost drops
about 20-25% by searching out 3 steps. It then does not
change significantly by extending the search to more steps.
The standard deviation at these points was about 300-450.
This shows that policy 2 is expected to outperform the other
two and that there is some gain to looking several steps
ahead.

We also compared to exhaustive searching all actions out
to three steps. This took on average 450 ms to compute an
action and had an expected cost of 3900. This compares to
the time 0.4 ms for our policies 1, 2, and 3 which achieved
about this same level of cost at 3 steps. Exhaustive searching
to two steps took 10 ms and a cost of 4250 vs. about 0.2 ms
for policies 1, 2, and 3. So our exploiting the separation into
rooms reduced the exponential growth from a factor of 45
to 2 even with only 4 rooms.

We also looked at much larger environments of up to 10
rooms. For instance for a 10 room environment policy 2 with
5 steps was 12% better than a 1 step policy. For 10 rooms
and five steps, policies 1, 2 and 3 all took around 500 ms to
compute an action at 5 step depth.

B. Robot experiments

1) Setup: In order to demonstrate its practical workability,
we also implemented and tested our approach on a real-
world autonomous system. Experiments were carried out on
a Pioneer III wheeled robot, equipped with a Hokuyo URG

Fig. 2. An example PDF (shown in purple color) that corresponds to the
relation “book on bookcase” and selected view point during an actual run.
The map containing two rooms is also shown.

laser scanner, and a camera mounted at 1.4 m above the floor.
Experiments took place in two different rooms, connected by
a corridor that the robot could traverse whenever it decided to
search the other room. A SLAM implementation [17] carried
out localization using a previously built map.

(a) Robot in room 1 searching “book in box on
table”

(b) Robot in room 2 searching “book in crate”

Fig. 3. The robot used during experiments in two different rooms
performing strategies

Room 1 contained the following fixed, identifiable objects:
One small and one large bookcase, and one table; room 2
contained another table and a set of shelves. Mobile objects
used were a cardboard box, a metal crate and a book (the
target object).

The given initial belief state across configurations is pre-
sented in Table I. Note that the probabilities do not sum
to 1; rather, configurations subsume each other; for ex-
ample, book ON table IN room1 contains book IN
box ON table IN room1 as a special case. (In other
words, the probability that the book is on the table but not
in the box is zero.)

2) Selected policy: The policy chosen given the same ini-
tial belief state, maps and object geometries is deterministic;



Configuration Probability
book IN room1 0.55
book ON table1 IN room1 0.05
book ON small bookcase IN room1 0.30
book IN small bookcase IN room1 0.05
book IN large bookcase IN room1 0.05
book IN box ON table1 IN room1 0.05
book IN box IN room1 0.15
book IN room2 0.40
book ON table2 IN room2 0.05
book IN crate IN room2 0.30
book IN shelves IN room2 0.05

TABLE I
INITIAL CONFIGURATION PROBABILITIES USED IN EXPERIMENTS

Go to room1
↓

Search for small bookcase
↓

Search for book ON small bookcase
↓

Search for box
↓

Search for book IN box
↓

Go to room2
↓

Search for crate
↓

Search for book IN crate
↓

Object not found

TABLE II
POLICY GENERATED DURING EXPERIMENTS

for the above state, the policy chosen (assuming the book was
never detected) is presented in Table II. The robot performs
indirect search on the most likely landmarks in the first room,
then moves on to the second room. The search is aborted if
it fails all three strategies, the cost-to-probability ratio for the
remaining possibilities falling below the threshold.

3) Results – Accurate probabilities: The system was run
20 times, with the target object placed at each configuration
a number of times commensurate with the configuration
probabilities provided the robot. The results were as follows:

Configuration Freq. Success Avg.
views

ON sm bookcase IN r1 6 6 2.67
IN sm bookcase IN r1 1 1 5
ON lg bookcase IN r1 1 0 20
IN box ON table1 IN r1 1 1 7
IN box IN r1 3 2 10
ON table2 IN r2 1 0 22
IN crate IN r2 6 5 11.17
IN shelves IN r2 1 0 19
Overall 20 15 9.6

The results show that the policy selected for the given
probabilities performs well, catching most of the config-
urations whose cost-to-probability ratio are not below the

threshold. A different threshold would naturally mean more
strategies examined, and thus longer searches, but also fewer
failures.

4) Results – Inaccurate probabilities: To confirm that
the proposed strategy selection algorithm makes proper use
of the probabilities it is given, we also carried out two
tests in which the robot was provided different configuration
probabilities from those listed above, producing different
search policies accordingly. It was then estimated, based
on this and the previous runs, how successful and costly
those policies would be, given that the reality (i.e. the actual
configurations) were the same as originally.

Case 1: By shifting 0.2 worth of probability mass away
from “book ON small bookcase IN room1” to “book IN
large bookcase IN room1”, and similarly swapping the prob-
abilities of “book IN crate IN room2” and “book ON table2
IN room2”, a policy is generated which tries strategies in
this order: First “book IN box IN room1”, then “book IN
large bookcase IN room1”, and finally “book ON table2 IN
room2”.

Case 2: Similarly, swapping “book ON small bookcase IN
room1” with “book ON table1 IN room1” and “book IN crate
IN room2” with “book ON table2 IN room2” yields strategies
in the sequence: “book ON table1 IN room1”, “book IN box
IN room1” and “book ON table2 IN room2”.

When these two policies, based on modified probabilities,
are applied to the set of configurations drawn from the
probabilities in Table I, (simulated) success rates and view
counts worsen considerably:

Run Appr. avg. views Appr. success rate
Accurate 9.6 75%
Inaccurate 1 19.7 25%
Inaccurate 2 12.1 20%

These results indicate that the strategy selection algorithm
does indeed make proper use of the probabilistic information
it is provided.

C. Conclusions

We have presented a method for robust and scalable AVS
using spatial relational information. We have introduced the
idea of using object-object spatial relations as an abstraction
method for AVS. We showed how groupings of spatial
relations can be used as search strategies in the context of
AVS. Furthermore, we provide a decision theoretic strategy
selection method to obtain a near-optimal search behavior
and to handle cases where some strategies fail to find the
target object. We have finally concluded through real world
experiments the feasibility and correctness of our presented
ideas.

Using spatial relational information as a way of influenc-
ing object search greatly improves both the search efficiency
and outcome. However the search performs poorly when
the probabilities associated with these strategies do not
correspond to the real world.



D. Future Work and Discussion

Directions for future investigation involve making use of
dense 3D point cloud representation of scenes to guide the
search. The functional aspects of our everyday world mean
that 3D structure provides better cues to object locations
compared to using only visual appearance. Therefore ex-
ploiting shape properties of scenes would be beneficial for a
searcher robot.

In the experiments section the qualitative object location
probabilities are given to the system manually beforehand
and they are not updated based on the search result. Instead
of hard-coded probabilities, we would like to give the robot
access to a database of spatial knowledge. Abstracting this
knowledge makes the the problem tractable and the knowl-
edge representation more robust. This knowledge can be
mainly regarded as spatial common sense knowledge that
is not environment specific. For instance, the category of a
room can be used to build a prior over the objects that are
more likely to be found in that room [18]. Such general
knowledge can be learned by the robot over the course
of its operation, but can also be transferred from humans
either directly or by an analysis of annotated databases (e.g.
LabelMe [19], ConceptNet [20]) or results gathered using
Internet search engines.

It also is important to develop the methods to maintain
these probabilities over very long periods of time so that
the searcher robot can adapt to its environment. One future
direction is designing a probabilistic graphical model repre-
senting spatial knowledge at the conceptual level in order to
perform inference on object locations using common sense
knowledge and various types of information acquired from
the robot’s sensors. We propose to structure the abstracted
spatial knowledge according to a semi-probabilistic ontolog-
ical representation that combines high level spatial concepts
as well as relationships between those concepts and instances
of objects and rooms in the environment.

In order to fully represent the statistical dependencies
between the random variables expressing the uncertainties
captured by the representation, we need a more expressive
model such as Bayesian Networks (BN) or Markov Random
Fields (MRF).

However, in order to capture the different types of de-
pendencies that exist in the model, as a future research
direction we suggest using chain graph models, being a
natural generalization of the above. Chain graph models
have the advantage over either BNs or MRFs of being
able to express both strictly causal relationships as well as
symmetric and associative relations, both of which can be
identified in representation of spatial knowledge [21].
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Abstract— In this paper we present an hierarchical approach
to place categorization. Low level sensory data is processed
into more abstract concept, named properties of space. The
framework allows for fusing information from heterogeneous
sensory modalities and a range of derivatives of their data. Place
categories are defined based on the properties that decouples
them from the low level sensory data. This gives for better
scalability, both in terms of memory and computations. The
probabilistic inference is performed in a chain graph which
supports incremental learning of the room category models.
Experimental results are presented where the shape, size and
appearance of the rooms are used as properties along with the
number of objects of certain classes and the topology of space.

Index Terms— place categoriation; graphical models; semantic
mapping; machine learning

I. INTRODUCTION

The topic of this paper is place categorization, denoting
the problem of assigning a label (kitchen, office, corridor,
etc) to each place in space. To motivate why this is useful,
consider a domestic service robot. Such a robot should be
able to “speak the language” of the operator/user to minimize
training efforts and to be able to understand what the user
is saying. That is, the robot should be able to make use of
high level concepts such as rooms when communicating with a
person, both to verbalize spatial knowledge but also to process
received information from the human in an efficient way.

Besides robustness and speed, there are a number of
additional desirable characteristics of a place categorization
system:
C1: Categorization The system should support true catego-
rization and not just recognition of room instances. That is, it
should be able to classify an unknown room as ”a kitchen”
and not only recognize ”the kitchen”.
C2: Spatio-temporal integration The system should support
integration over space and time as the information acquired
at a single point rarely provides enough evidence for reliable
categorization
C3: Multiple sources of information No single source of
information will be enough in all situations and it is thus
important to be able to make use of as much information as
possible.
C4: Handles input at various levels of abstraction The
system should not only be able to use low level sensor data
but also higher level concepts such as objects.
C5: Automatically detect and add new categories The sys-
tem should be able to augment the model with new categories
identified from data.
C6: Scalability and complexity The system should be scal-
able both in terms of memory and computations. That is, for
example, it should not be a problem to double the number of

room categories.
C7: Automatic and dynamic segmentation of space The
system should be able to segment space into areas (such as
rooms) automatically and should be able to revise its decision
if new evidence suggesting another segmentation is received.
C8: Support life-long incremental learning The robot sys-
tem cannot be supplied with all the information at production
time, it needs to learn along the way in an incremental fashion
throughout its life.
C9: Measure of certainty There are very few cases where
the categorization can be made without uncertainty due to
imperfections in sensing but also model ambiguities. Ideally
the system should produce a probability distribution over all
categories, or at least say something about the certainty in the
result.

In out previous work we have designed methods that meet
C1, C3, C7 and partly C2, C4 and C9. In this paper we
will improve on C4 and C9 and add C6 and C7. The main
contribution of the paper relates to C4, C6 and C9.

A. Outline

In Section II presents related work and describes our con-
tribution with respect to that. Section III describes our method
and Section IV provides implementation details. Finally, Sec-
tion V describes the experimental evaluation and Section VI
draws some conclusions and discusses future work.

II. RELATED WORK

In this section we give an overview of the related work
in the area of place recognition and categorization. Place
categorization has been addressed both by the computer vision
and the robotics community. In computer vision the problem is
often referred to as scene categorization. Although also related,
object categorization methods are not covered here. However,
we believe that objects are key to understanding space and we
will include them in our representation but will make use of
standard methods for recognizing/categorizing them. Table II
maps some of the methods presented below to the desired
characteristics presented in the previous section.

In computer vision one of the first works to address the
problem of place categorization is [19] based on the so called
”gist” of a scene. One of the key insights in the paper is that the
context is very important for recognition and categorization of
both places and objects and that these processes are intimately
connected. Place recognition is formulated in the context of
localization and information about the connectivity of space
is utilized in an HMM. Place categorization is also addressed
using a HMM. In [23] the problem of grouping images into
semantic categories is addressed. It is pointed out that many
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[19] X x X
[23] X
[20] x
[10] X
[12] X x X x x
[14]

[9, 16] X
[13] x
[26] x x x
[15] X x X x
[24] X x
[18] X
[17] X X X X X
[22] X X
[21] x X X

This work X x X X X x x X

TABLE I
CHARACTERIZING SOME OF THE PLACE CATEGORIZATION WORK BASED

ON THE DESIRABLE CHARACTERISTICS FROM SECTION I.

natural scenes are ambiguous and the performance of the
system is often quite subjective. That is, if two people are
asked to sort the images into different categories they are
likely to come up with different partitions. [23] argue that
typicality is a key measure to use in achieving meaningful
categorizations. Each cue used in the categorization should
be assigned a typicality measure to express the uncertainty
when used in the categorization, i.e. the saliency of that cue.
The system is evaluated in natural outdoor scenes. In [4]
another method is presented for categorization of outdoors
scenes based on representing the distribution of codewords
in each scene category. In [25] a new image descriptor, PACT,
is presented and shown to give superior results on the datasets
used in [19, 4].

In robotics, one of the early systems for place recognition
is [20] where color histograms is used to model the appearance
of places in a topological map and place recognition performed
as a part of the localization process. Later [10] uses laser data
to extract a large number of features used to train classifiers
using AdaBoost. This system shows impressive results based
on laser data alone. The system is not able to identify and
learn new categories: adding a new category required off-
line re-training, no measure of certainty and it segmented
space only implicitly by providing an estimate of the category
for every point in space. In [12] this work is extended to
also incorporate visual information in the form of object
detections. Furthermore, this work also adds a HMM on top
of the point-wise classifications to incorporate information
about the connectivity of space and make use of information
such as offices are typically connected to corridors. In [14]
a vision only place recognition system is presented. Super
Vector Machines (SVMs) are used as classifiers. The char-
acteristics are similar to those of [10]; cannot identify and
learn new categorizes on-line, only works with data from a

single source and classification was done frame by frame.
In [9, 16] a version of the system supporting incremental
learning is presented. The other limitations remains the same.
In [13] a measure of confidence is introduce as a means to
better fuse different cues and also provide the consumer of
the information with some information about the certainty in
the end result. In [15] the works in [10, 14] are combined using
an SVM on top of the laser and vision based classifiers. This
allows the system to learn what cues to rely on in what room
category. For example, in a corridor the laser based classifier
is more reliable than vision whereas in rooms the laser does
not distinguish between different room types. Segmentation
of space is done based on detecting doors that are assumed
to delimit the rooms. Evidence is accumulated within a room
to provide a more robust and stable classification. It is also
shown that the method support categorization and not only
recognition. In [24] the work from [25] is extended with a
new image descriptor, CENTRIS, and a focus on visual place
categorization in indoor environment for robotics. A database,
VPC, for benchmarking of vision based place categorization
systems is also presented. A Bayesian filtering scheme is
added on top of the frame based categorization to increase
robustness and give smoother category estimates. In [17] the
problem of place categorization is addressed in a drastically
different and novel way. The problem is cast in a fully prob-
abilistic framework which operates on sequences rather than
individual images. The method uses change point detection to
detect abrupt changes in the statistical properties of the data. A
Rao-Blackwellized particle filter implementation is presented
for the Bayesian change point detection to allow for real-time
performance. All information deemed to belong to the same
segment is used to estimate the category for that segment
using a bag-of-words technique. In [27] a system for clustering
panoramic images into convex regions of space indoors is
presented. These regions correspond roughly with the human
concept of rooms and are defined by the similarity between
the images. In [21] panoramic images from indoor and outdoor
scenes are clustered into topological regions using incremental
spectral clustering. These clusters are defined by appearance
and the aim is to support localization rather than human robot
interaction. The clusters therefore have no obvious semantic
meaning.

As mentioned above [12] makes use of object observations
to perform the place categorization. In [6] objects play a key
role in the creation of semantic maps. In [18] a 3D model
centered around objects is presented as a way to model places
and to support place recognition. In [22] a Bayesian framework
for connecting objects to place categories is presented. In [26]
the work in [12] is combined with detections of objects to
deduce the specific category of a room in a first-order logic
way.

A. Contributions

In this paper we contribute a method for hierarchical cat-
egorization of places. The method can make use of a very
diverse set of input data, potentially also including spoken
dialogue. We make use of classical classifiers (SVM in our
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case, building on the work [15]) and a graphical model to
fuse information at a higher level. The categorical models for
rooms are based on so called properties of space, rather than
the low level sensor characteristics which is the case in most
of the other work presented above. This also means that a
new category could be defined without having the need to re-
train from the sensor data level. The properties decouples the
system. The introduction of properties also makes the system
more scalable as the low level resources (memory for models
and computations for classifiers) can be shared across room
categorizers. The system we present still rely on the detection
of doors like [15] but the graphical model allows us to add and
remove these doors and thus change the segmentation of space.
The system will automatically adjust the category estimates for
each room taking into account the new topology of space.

III. HIERARCHICAL MULTI-MODAL CATEGORIZATION

We pose the problem of place categorization as that of
estimating the probability distribution of category labels, ci,
over places, pj . That is, we want to estimate p(ci, pj). We
consider a discrete set of places rather than a continuous space.
In our implementation the places are spread out over space like
bread crumbs every one meter [26]. The places become nodes
(representing free space) in a graph covering the environment.
Edges are added when the robot has traveled directly between
two nodes.

In our previous work [26] we performed place catego-
rization by combining a room/corridor classifier (based on
[10]) with an ontology that related objects to specific room
types. For example, we inferred being in a living room if the
classification system reported a room and a sofa and a TV set
were found (objects associated with a living rooms according
to the ontology). This method had some clear and severe
shortcomings that made it only appropriate for illustrating
ideas rather than being a real world categorization system in
anything but simple and idealized test scenarios. Furthermore,
because the system was unable to retract inferred information
any categorization was crisp and set in stone. Conceptually
the solution has several appealing traits. It allowed us to teach
the system, at a symbolic level, to distinguish different room
categories simply by assigning specific objects to them. It
combined information from low level sensor data (to classify
room/corridor) with high level concepts such as objects.

The place categorization system in this paper provides a
principled way to maintain the advantages mentioned above
even in natural environments. Our approach is based on the
insight that what made the previous system easy to re-train was
that the categorization was based on high level concepts rather
than on low level sensor data. For this purpose, we introduce
what we call properties of space where in the previous system
the properties corresponded to the existence of certain types
of objects. In general these properties could be related to, for
example, the size, shape and appearance of a place.

The introduction of properties decomposes our approach hi-
erarchically. The categories are defined based on the properties
and the properties are defined based on sensor data, either
directly or in further hierarchies. This is closely related to the

work on part based object recognition and categorization [3].
The property based decomposition buys us better scalability
in several ways. Instead of having to build a model from the
level of sensor data for every new category, we can reuse the
low level concepts. This saves memory (models for SVMs can
be hundreds of megabytes in size) and saves computations
(calculations shared across categories). The introduction of
properties also makes training easier. Once we have the mod-
els for the properties, training the system for a new category
is decoupled from low level sensor data. The properties can
be seen as high level basis functions on which the categories
are defined, providing a significant dimensionality reduction.
The graph made up of the free space nodes can be used to
impose topological constraints on the places as well and help
lay the foundation for the segmentation process.

Fig. 1. Structure of the graphical model for the places showing the influence
of the properties and the topology on the categorization and segmentation.

We use a graphical model to structure the problem, start-
ing from the place graph. More precisely we will use a
probabilistic chain graph model [8]. Chain graphs are a
natural generalization of directed (Bayesian Networks) and
undirected (Markov Random Fields) graphical models. As
such, they allow for modelling both “directed” causal as
well as “undirected” symmetric or associative relationships,
including circular dependencies. Figure 1 shows our graphical
model. The structure of model depends on the topology of
the environment. Each discrete place is represented by a set
of random variables connected to variables representing the
semantic category of areas. Moreover, the category variables
are connected by undirected links to one another according
to the topology of the environment. The potential functions
φrc(·, ·) represent the knowledge about the connectivity of
areas of certain semantic categories (e.g. kitchens are typically
connected to corridors). The remaining variables represent
properties of space. These can be connected to observations
of features extracted directly from the sensory input. Finally,
the functions pp1(·|·), pp2(·|·), . . . , ppN (·|·) model spatial
properties.

The joint density f of a distribution that satisfies the Markov
property associated with a chain graph can be written as [8]:

f(x) =
∏

τ∈ T

f(xτ |xpa(τ)),
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where pa(τ) denotes the set of parents of vertices τ . This
corresponds to an outer factorization which can be viewed
as a directed acyclic graph with vertices representing the
multivariate random variables Xτ , for τ in T (one for each
chain component). Each factor f(xτ |xpa(τ)) factorizes further
into:

f(xτ |xpa(τ)) =
1

Z(xpa(τ))

∏

α∈A(τ)

φα(xα),

where A(τ) represents sets of vertices in the moralized
undirected graph Gτ∪pa(τ), such that in every set, there exist
edges between every pair of vertices in the set. The factor Z
normalizes f(xτ |xpa(τ)) into a proper distribution.

In order to perform inference on the chain graph, we first
convert it into a factor graph representation [1]. To meet
the real time constraints posed by most robotics applications
we then use an approximate inference engine, namely Loopy
Belief Propagation [11].

IV. IMPLEMENTATATION

In our implementation, each object class results in one
property, encoding the expected/observed number of such
objects. In addition, we use of the following properties:
• shape (e.g. elongated, square) –

Extracted from laser data
• size (e.g. large (compared to other typical rooms)) –

Extracted from laser data
• appearance (e.g. office-like appearance) –

Extracted from visual data
• doorway (is this place in a doorway) –

Extracted from laser data
In indoor environments, rooms tend to share similar func-

tionality and semantics. In this work we cluster places into
areas based on the door property of places (using door detector
from [15]). The doorway property is considered to be crisp.
The door places are not part of the chain graph but rather act
as edges between areas. However, the graphical model allows
us to easily change the topology if new information becomes
available. The overall system therefore performs segmentation
automatically and the dynamic nature of it is based on re-
evaluating the existence of doors. Figure 2 illustrates how the
places (small circles) are segmented into areas (ellipses) by
the existence of doors (red small circles) and how this defines
the topology of the areas.

We build on the work in [15] when defining the prop-
erty categorizers for shape, size and appearance (see [15]
for details). The categorizers are based on Support Vector
Machines (SVMs) and the models are trained on features
extracted directly from the robot’s sensory input. A set of
simple geometrical features [10] are extracted from laser
range data in order to train the shape and size models. The
appearance models are build from two types of visual cues,
global, Composed Receptive Field Histograms (CRFH) and
local based on the SURF features discretized into visual
words [2]. The two visual features are further integrated
using the Generalized Discriminative Accumulation Scheme
(G-DAS [15]). The models are trained from sequences of
images and laser range data recorded in multiple instances

Fig. 2. The set of places, {pi}, is segmented into areas based on the door
places. The doors form the edges in the topological area graph.

of rooms belonging to different categories and under various
different illumination settings (during the day and at night).
By including several different room instances into training,
the acquired model can generalize sufficiently to provide
categorization rather than instance recognition. The estimate
for the uncertainty in the categorization results is based on the
distances between the classified samples and discriminative
model hyperplanes (see [13] for details).

To learn the probabilities associated with the relations
between rooms, objects, shapes, sizes and appearances we
analyzed common-sense resources available online (for details
see [7]) and the annotated data in the COLD-Stockholm
database1. The relations between rooms and objects were
bootstrapped from part of the Open Mind Indoor Common
Sense database2. The object-location pairs found through this
process were then used to form queries on the form ‘obj
in the loc’ that were fed to an online image search engine.
The number of hits returned was used as a basis for the
probability estimate. Relations that where not found this way
were assigned a certain low default probability not to rule them
out completely.

Fig. 3. The Poisson distributions modelling the existence of a certain number
of objects in a room on the example of computers present in a double office
and a professor’s office.

The conditional probability distributions ppi(·|·) for the
object properties are represented by Poisson distributions. The
parameter λ of the distribution allows to set the expected
number of object occurrences. This is exemplified in Fig. 3

1http://www.cas.kth.se/cold-stockholm
2http://openmind.hri-us.com/
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which shows two distributions corresponding to the relation
between the number of computers in a double office and a
professor’s office. In the specific case of the double office,
we set the expected number of computers to two. In all
remaining cases the parameter λ is estimated by matching
pλ(n = 0) with the probability of there being no objects of
a certain category according to the common sense knowledge
databases.

V. EXPERIMENTS

A. Experimental Setup

The COLD-Stockholm database contains data from four
floors. We divide the database into two subsets. For training
and validation, we used the data acquired on floors 4, 5 and
7. The data acquired on floor 6 is used for evaluation of the
performance of the property classifiers and for the real-world
experiment.

For the purpose of the experiments presented in this paper,
we have extended the annotation of the COLD-Stockholm
database to include 3 room shapes (elongated, square and
rectangular), 3 room sizes (small, medium and large) as well
as 7 general appearances (anteroom-, bathroom-, hallway-
, kitchen-, lab-, meetingroom- and office-like). The room
size and shape, were decided based on the length ratio and
maximum length of edges of a rectangle fitted to the room
outline. These properties together with 6 object types defined
11 room categories used in our experiments, see Figure 5.

B. Evaluation of Property Categorizers

The performance of each of the property categorizers was
evaluated in separation. Training and validation datasets were
formed by grouping rooms having the same values of prop-
erties. Parameters of the models were obtained by cross-
validation. All training and validation data were collected
together and used for training the final models which were
evaluated on test data acquired in previously unseen rooms.
Table II presents the results of the evaluation. The classifica-
tion rates were obtained separately for each of the classes and
then averaged in order to exclude the influence of unbalanced
testing set. As can be seen all classifiers provided a recognition
rates above 80%. Furthermore, integrating the two visual cues
(CRFH and BOW-SURF) increased the classification rate of
the appearance property by almost 5%. From the confusion
matrices in Fig. 4 we see that the cases with confusion occurs
between property values being semantically close.

Property Cues Classification rate
Shape Geometric features 84.9%
Size Geometric features 84.5%
Appearance CRFH 80.5%
Appearance BOW-SURF 79.9%
Appearance CRFH + BOW-SURF 84.9%

TABLE II
CLASSIFICATION RATES FOR EACH OF THE PROPERTIES AND CUES.

Shape Size

Appearance Appearance Appearance
CRFH BOW-SURF CRFH + BOW-SURF

Fig. 4. Confusion matrices for the evaluation of the property categorizers.

C. Real-world experiments

In the real-world experiment the robot was joysticked
around manually. The robot started with only the models
obtained in the evaluation of the property categorizers. Laser
based SLAM [5] was performed while moving and new places
were added every meter traveled into unexplored space. The
robot was driven through 15 different rooms while performing
real-time place categorization without relying on any previous
observations of this particular part of the environment. The
object observations where provided by human input. The
information comes into the change graph in exactly the same
was as would real object detections.

Figure 5 illustrates the performance of the system during
part of a run. The 11 categories can be found along the vertical
axis. The ground truth for the room category is marked with
a box with thick dashed lines. The Maximum a posteriori
(MAP) estimate for the room category is indicated with white
dots. The system correctly identified the first two rooms as
a hallway and a single office using only shape, size and
general appearance (no objects were found). The next room
was properly classified as a double office. The MAP estimate
switches to professors office for a short while when one
computer is found and switches back again when a second if
found. After some initial uncertainty where the MAP switches
category several times the next room is classified as a double
office until the robot finds a computer at which point it
switches to professor’s office. Later the robot enters a robot lab
which according to its models is very similar to a computerlab.
Initially there is a slightly higher probability for the hypothesis
that it is a computerlab, but once the robot detects a robot arm
the robotlab hypothesis completely dominates. The next non-
hallway room is a single person office currently occupied by a
bunch of Master’s students. Because of its current appearance,
the best match is a double office. The robot continues and the
rest of the categorizations are correct. The system is able to
perform the categorization in real-time as can be seen these
preliminary results indicate that the accuracy is quite good.
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Fig. 5. Visualization of the beliefs about the categories of the rooms. The room category ground truth is marked with thick dashed lines while the MAP
value is indicated with white dots.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we have presented a probabilistic framework
combining multi-modal and uncertain information in a hier-
archical fashion. So called properties were introduces as a
way to model high level characteristics of the environment.
These properties gave us a way to decouple the categorization
into categorization of the properties based on low level sensor
information and categorization of high level concepts such
as rooms based on the properties. A chain graph model was
used for the probabilistic inference. We provided an initial
evaluation of the system which indicates that it works in well
practice.

Part of the future work is to evaluate the system more
thoroughly. It is important to note that we are not able to
evaluate our system on other databases such as VPC [24] as
it does not contain laser data. We will also investigate the use
of the place categorization system in semantic mapping.
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Functional topological relations for qualitative spatial representation

Kristoffer Sjöö, Andrzej Pronobis and Patric Jensfelt

Abstract— In this paper, a framework is proposed for repre-
senting knowledge about 3-D space in terms of the functional
support and containment relationships, corresponding approxi-
mately to the prepositions “on” and “in”. A perceptual model is
presented which allows for appraising these qualitative relations
given the geometries of objects; also, an axiomatic system for
reasoning with the relations is put forward.

We implement the system on a mobile robot and show how
it can use uncertain visual input to infer a coherent qualitative
evaluation of a scene, in terms of these functional relations

I. INTRODUCTION

Having already made great inroads into industrial settings,
robotics is now making an effort to enter into environments
such as homes, offices or hospitals. These kinds of spaces
are, more than anything,human-oriented, that is constructed
by and for people, used and modified by people, and occu-
pied by people.

As a result, nearly every aspect of those spaces is shaped
by the propensities, preferences and mental habits of human
beings. From this association, they take on humanseman-
tics [1], [2], semantics that must be internalized by any robot
that is to have a chance of interacting meaningfully with such
environments and their occupants.

An important part of this semantics isspatial relations.
Spatial relations are abstract, functional relationshipsbe-
tween entities in space; they show themselves in the way
humans speak about space [3], [4], albeit in a limited fashion.
Inspired by these psycholinguistic clues, this work aims to
imbue a robot with the ability to understand space in terms
of two of the most important spatial relations in the human
repertoire – “on” and “in”. It proposes computational models
as well as a first-order logic axiomatic system for the spatial
abstractions that underlie these ubiquitous expressions.We
demonstrate by experiment that the approach is suitable for
automatic extraction of scene descriptions from undertain
visual perception.

A. Functional relations

We humans speak of, and think of, reality in certain terms
because those terms are useful to us. Abstractions permit
us to make sense of the endless variability of the world,
allowing for structured learning, planning and communica-
tion. Spatial relations are no exception. They represent some
aspect of the environment that has functional relevance –
if there was none, they would not be used and thus not

The authors are with the Centre for Autonomous Systems at the Royal
Institute of Technology (KTH), Stockholm, Sweden. This workwas sup-
ported by the SSF through its Centre for Autonomous Systems (CAS), and
by the EU FP7 project CogX and the Swedish Research Council, contract
621-2006-4520 (K. Sjöö)

learned [3], [5]. Related is the notion of objectpersistence,
meaning that objects are expected to remain in the same
qualitative relation over time, even if the exact geometrical
positions change [6].

Functions may be things such as transporting (“groceries
in a bag”), protecting (“trophies in a display case”), allowing
to dry (“clothes on a line”), communicating a location (“the
door on your right”) – or any number of others. The variation
among these functionalities is infinite; nevertheless, studies
of different languages [7], [8] have indicated that there are
recurring patterns, clusters of abstract functionality that are
instantiated and extended in different ways for different
languages and situations.

This work centers on two such clusters: mechanical sup-
port and containment, corresponding – although not perfectly
– to the English prepositions “on” and “in” respectively. The
importance of these concepts, evident from language, as well
as their topological nature provide a hint to their potential for
organising the world in a manner that can be shared between
robots and people.

B. Related work

There has been research into quantifying spatial relations
previously. [9] uses results from brain research to isolate
geometrical factors that are important to some relations. [10]
introduces a computational model in theAttention Vector
Sum, verifying it against actual human responses. Another
model is suggested by [11] in the form of spatial templates,
prototypes which can provide a more or less accurate match
to a situation. [12] and [13] both present graphical systems
in which spatial relations are used for interaction with a user.

None of the above investigate the functionally important
topological spatial relations nor are their approaches based
on a functional conceptualization, something we believe
important as explained above.

Topological relations are surveyed in [14]. One well-
known approach isRegion connection calculusand its vari-
ants, which provide a language for expressing qualitative
relationships between regions – such as containment, tan-
gential contact etc. Although there is some overlap with
the qualitative axioms introduced below, RCC is purely
geometrical and does deal with functional relationships.

This paper builds upon initial work published in [15], [16].
These earlier efforts concentrate on only one of the topo-
logical relations (ON), whereas the present work introduces
the IN relation and proposes an axiomatic system detailing
the relationship between IN and ON, providing the means
for qualitative high-level reasoning to incorporate topological
information.



C. Organisation of this paper

In Section II the concept of topological spatial relations
is explained and the specific instances ON and IN are
introduced. Section III details a set of first-order logic
axioms structuring the relations, and Section IV shows how
those axioms can be included in a probabilistic reasoning
framework. Section V describes the system as implemented
on a mobile robot and verifies its function experimentally.
Finally, conclusions and ideas for future work are contained
in Section VI.

II. TOPOLOGICAL SPATIAL RELATIONS

Spatial relations represent the configuration of a focus
object, or trajector, relative to one or more other objects
termedlandmarks. In language, spatial relations are typically
divided into different groups based on the salient geometric
relationship:Projectivespatial relations constrain the trajec-
tor’s location within an essentiallydirected region relative
to the landmark. The direction may depend on many factors,
such as intrinsic properties of either object, or the frame of
reference of an onlooker. Examples in English include “to
the left of”, “behind” and “past”.

Topological relations, in contrast, locate the trajector in
some manner that is independent of direction and the location
of an observer. Typical examples are “on”, “at” and “inside”.
Topological relations seem to be among the first to be learned
in humans [17]. Topology is very useful for structuring space
in a systematic, hierarchical way, allowing us to put together
sentences such as “my keys are in a briefcase on the desk in
my office on the second floor at our branch in New York”.
This hierarchical property makes for efficient storage and
inference. For this reason, this paper focuses on the arguably
most significant topological relations, “on” and “in”.

A. ON

1) Ideal schema:The word “on” in English carries a
central functional meaning:support against gravity. This
encompasses for example “the book on the table”, “the fly on
the wall”, “the ring on the finger”. Other languages extend
the concept differently [18], but the support criterion remains
central.

Support goes together with other functional aspects, such
as location control. Location control imposed by one object
on another means that the latter moves together with the
former, such as is the case with e.g. trays, plates, buses and
trains. Other connotations such as attachment or “weighing
down” also overlap with the central “support” notion.

2) Computational model:Although mechanical support
provides an objective criterion for defining a spatial relation,
it is not typically possible for a robot to ascertain that
one object is in fact supporting another. Even humans use
perceptual models to estimate this, and those models may
sometimes fail (see Fig. 1). We have previously suggested a
computational model for a robot to be able to make such an
estimate from vision [16] – briefly, three numerical criteria
are weighed together to produce a quantitative function
ON estimating how well one object supports another:

• Distance: Since the objects must touch in order for
one to support the other, apparent separation between
objects (as well as apparent interpenetration) penalizes
the function.

• Stability: As the (apparent) center of mass of an object
moves beyond the area of contact with its support (as
in Fig. 1(b)), the function value is decreased.

• Verticality: When the contact surface between objects is
horizontally oriented, the function is high, dropping off
as the surface becomes more vertical.

Using this computational model, it is possible both to
evaluate a perceived configuration of objects in terms of how
well they correspond to the support relation, and to estimate
the most likely configuration if the support relation is given.

This model is restricted to cases when an object is being
supported “on top of” another, as opposed to hanging or ad-
hesive support; the latter entail entirely different geometries
and would need a separate perceptual model.

(a) Obvious support relation (b) Incongruent-seeming sup-
port relation

Fig. 1. Estimation of support through vision is imperfect

B. IN

1) Ideal schema:“In” as a word has a wider variety of
connotations than “on” does. Besides location control and
object persistence, “in” often entails aspects of concealment,
protection, constraint among others. This variety of meanings
is difficult to pin down precisely, but a robust approximation
can be found in the idea ofcontainment.

Containment signifies the inclusion of most or all of an
object within the interior of another object or group of
objects. “Interior” is not itself unambiguous, but even with
a simple interpretation such as the convex hull, many if not
most situations represented by “in” can be covered; Fig. 2
shows two examples of this.

(a) Shape “in” box (b) Circle “in” group

Fig. 2. Convex hull defining “in”



2) Computational model:Containment is computed di-
rectly as the proportion of an objectO that falls within the
convex hull of the container objectC (see Fig. 3(a)). This
proportion is termed INcon ∈ [0, 1].

(a) Shape partly “in” box (b) Shape and box inter-
penetrating

Fig. 3. Penalties on “in” estimate

However, if this were the only factor determining degree of
containment, cases whereO andC overlap in space – which
is not physically plausible (Figure 3(b)) – would be evaluated
the same as realistic configurations. Because such cases are
bad examples of the relation, the model is supplemented with
a penalty function on apparent object interpenetration:

INpen ,
{

1 d ≥ 0
ed/k d < 0

(1)

where d is the minimum distance betweenO and C (as
defined in Sec. II-A.2) andk a falloff constant.

The total estimate function for the containment spatial
relation is taken to be:

IN , INcon · INpen (2)

Both “on” and “in” carry a plethora of additional,
metaphorical and indirect meanings that transfer some of the
concrete aspects mentioned above into other domains than
space by analogy: “on my side”, “in theory”. Although these
are illustrative of the thought processes that support spatial
relations and interesting in their own right, the present work
shall restrict itself to concrete, spatial usage.

III. AXIOMATIC SYSTEM

One of the main uses for a model that can translate
a geometrical relationship between perceived objects into
qualitative spatial relations (and back) is to perform high-
level reasoning. In order to permit that, a set of rules, or
axioms, for the relational predicates is required.

Here follows a suggestion for such an axiomatic system,
involving the predicates On(x, y) and In(x, y), which are
first-order symbols corresponding to the support and contain-
ment relations described in Section II. As is inevitable with
abstract reasoning, the axioms represent an idealization that
will not always apply to the real world. They are reasonable
approximations, however, and may be included selectively
depending on the application.

Support tends to betransitive: if z supportsy and y
supportsx, then z supportsx as well. This is obviously

not covered by the computational model in Sec. II-A; there-
fore, a third relation symbol is introduced, termed Ont (for
“transitive On”), the properties of which are derived from
the axioms.

A. Basic axioms

Ont(x, y) → ¬Ont(y, x) (3)

In(x, y) → ¬In(y, x) (4)

• (3): Support is antisymmetric
• (4): Containment is antisymmetric

The above also entail irreflexivity (¬Ont(x, x), ¬In(x, x))

B. Transitivity axioms

On(x, y) → Ont(x, y) (5)

Ont(x, y) ∧ Ont(y, z) → Ont(x, z) (6)

In(x, y) ∧ In(y, z) → In(x, z) (7)

• (5): Direct support implies transitive support.
• (6): Support is transitive – ify takes the weight ofx,

andz the weight ofy, then that will includex as well.
• (7): Containment is transitive; this is a reasonable as-

sumption given simple geometry and the definition of
ON.

C. Interchangeability axioms

Ont(x, y) ∧ In(y, z) → In(x, z) (8)

In(x, y) ∧ Ont(y, z) → Ont(x, z) (9)

Ont(x, y) → On(x, y)

∨ ∃z. ((On(x, z) ∧ Ont(z, y)) (10)

∨ (In(x, z) ∧ Ont(z, y)))

∃y. (Ont(x, y) ∨ In(x, y)) (11)

• (8): “Generous containment”. Typically containment
will physically prevent objects from sticking out. This
means supported objects will also be contained.
One consequence of this axiom is that geometrical
containment may be violated for In in some cases.
Figure 4(a) illustrates, however, that even in such cases
functional aspects such as location control, confinement
and so forth are often largely preserved and so we tend
to extend the use of the word “in” to these cases as
well. The axiom is thus intuitively justifiable.

• (9): “Containment provides support”. When an object
is contained by another, as a rule it is prevented from
contact with outside objects and so must receive its sup-
porting force directly or indirectly from the container,
as illustrated in Figure 4(b).

• (10): “Support requirement”. This is the necessary con-
dition that corresponds to the sufficient conditions in
Eqs. (5), (6) and (9), and asserts that an object must



be supported directly bysomeobject in order to be
indirectly supported.

• (11): “Base requirement”. Every object must be sup-
ported by some other object.

(a) The ball is “in” the bowl (b) The balls are “on” the table

Fig. 4. Effect of interchangeability axioms

D. Hierarchy axioms

On(x, y) ∧ (y 6= z) → ¬On(x, z) (12)

Ont(x, y) ∧ Ont(x, z) → Ont(y, z) ∨ Ont(z, y) (13)

In(x, y) ∧ In(x, z) → In(y, z) ∨ In(z, y) (14)

The hierarchy axioms ensure that the spatial relations form
a tree-like structure, which is useful for representation and
reasoning.

• (12): Asserts uniqueness of (direct) support. The intu-
itive justification for this assumption is that an object
often is substantially supported by only one other object,
and themajority of its support nearly always comes
from one source.

• (13): Extends the unique-support assumption to the
indirect support Ont.

• (14): Although situations can be constructred wherein
two containers overlap such that each contains an object,
while neither contains the other, such situations are
uncommon in practice. Factors such as location control
are also unlikely to be present in such cases1.

E. Using the relational axioms

The axioms proposed in the preceding sections are valu-
able when processing spatial knowledge on a qualitative
level.

A few examples:
• Transitivity and interchangeability axioms allow for

deducing In and Ont relations even where not directly
given by the computational models.

• Incomplete and qualitative knowledge can be used to
guide active search for an object; for example, learning
from different sources that “the bowl is on the table”
and that “the apple is in the bowl”, the robot can search
for the table in order to help find the apple.

• Concrete-support and hierarchy constraints provide the
possibility of learning about spatial relations through the

1Eqn. (14) implies that, in Fig. 4(a), Ont(Ball, Bowl) must hold. While
this rings true as regards mechanical support, one would not likely say that
“The ball is on the bowl”. Here, “in” takes linguistic precedence. However;
while this paper gets inspiration from language, it is not primarily about
modeling languageper se.

on(o1, o2) on(o2, o3)

on(o1, o3)

f1 f2

f3

(a)

on(o1, o2) on(o2, o3)

on(o1, o3)

� = f1 f2 f3

(b)

Fig. 5. Factor graph representing “on” object relations connected with a
transitivity axiom (a) and a corresponding undirected graphical model (b).

process of elimination, given a closed-world assump-
tion.

• Hierarchy constraints furthermore ensure that relations
form a tree-like structure and thus make for compact
storage (only a few relations need be stored whereas
the rest can be deduced), as well as the potential for
effectivizing algorithms operating on this knowledge.

In a practical application, obviously a great deal of in-
stance knowledge will apply in addition to the axioms. Many
pairs of objects will be patently impossible in the context of
On and In; a room cannot be “in” a desk, and that desk
can probably not be “on” an apple. Such commmonsense
knowledge can be added to the knowledge base to reduce the
space of possibilities. Also, for practical applications some
objects (such as the floor or the room) must be exempt from
Eqns. 10 and 11, as an infinite number of objects would be
required otherwise.

IV. PROBABILISTIC INFERENCE

In real-world scenarios, the information about objects
perceived by a robot is inherently uncertain. This makes
it important to provide the ability to transform the axioms
defining object relations into a form that permits probabilistic
reasoning and integration with probabilistic models such
as directed or undirected probabilistic graphs [19]. Here,
we introduce a probabilistic representation of axioms and
show that such representation can be automatically generated
according to the uncertain perception of a scene.

A. Factor-based Representation of Axioms

There is no straightforward way of defining a probabilistic
interpretation of the axiomatic system presented above. Ex-
cept for the fact that configurations contradicting the axioms
perforce must have probability 0, nothing is said about the
relative likelihoods of permitted configurations. Expressing
the axioms through conditional probabilities as in e.g. a
Bayes Net [19] will be non-trivial and potentially inefficient,
since the relationships expressed are not causal in nature and
introduce a great deal of circular cross-dependencies.

One way of introducing probabilities is to usefactor
graphs [20]. Factor graphs are bipartite graphical models,
where random variables are represented using variable nodes,
connected to each other not directly but viafactor nodes–



see Fig. 5(a). Each factor nodej defines a functionfj on its
connected variablesXj ; the joint probability is expressed as

p(x1, . . . , xn) =
∏

j

fj(Xj)

This factorization makes it easy to encode the various
constraints provided by the axioms. For example, ifO is
the set of objects, Eqn. (5) becomes

∀〈o1, o2〉 ∈ {O ×O} : f(5) =





0,
Ont(o1, o2)

∧¬On(o1, o2)
1, otherwise

Similarly, each axiom can be modeled as a factor on every
applicable tuple with a value of 0 or 1. The tuples may
prove intractable in some cases, such as Eqn. (10). Here, it
may be necessary to reduce the set of tuples by heuristically
excluding combinations that are impossible, depending on
the domain. A typical example would be to divide objects
into a group of base objects (e.g. a table) and mobile objects
(e.g. a book) and exclude the cases when a base object is
On or In any of the mobile objects.

Apart from these axiomatic factors, “probabilistic” factors
can be introduced on relations and tuples of relations for
which probability needs to be modeled.

An example:

∀〈o1, o2〉 ∈ {O ×O} : f⋆ =





α1,
In(o1, o2)

∧ BOOK(o1)
∧ L IBRARY(o2)

α2, . . .
(15)

The above encodes the likelihood, all other things be-
ing equal, that objects of different categories are inside
containers of different categories. Note that theα:s are
not probabilitiesper se; rather they are parameters that, in
conjunction with other factors, influence the probabilities of
their associated tuples in a systematic way. These parameters
are prime candidates for learning. They might also be influ-
enced by other sources of knowledge such as commonsense
knowledge about typical man-made environments.

B. Automatic Generation of the Factor-based Representation

We have shown that it is possible to establish a direct
correspondence between object relations and factor graph
variables as well as relation axioms and factor graph factors.
This can be used to design an automatic procedure converting
an uncertain perception of a visual scene into a probabilistic
model performing scene understanding. In the sequel, we
propose such a procedure.

Our method takes as input the set of objects, enumerates
all object pairs and posits a relation for each pair and
relation type. In order to make the reasoning more efficient,
it is possible to additionally exclude certain relations which
are a priori impossible, such asOn(A,A). The algorithm
subsequently incorporates observations of given object rela-
tions, obtained by analysing the visual input as outlined in
Section II. Those observations are provided in the form of
values in the range[0, 1] quantifying each of the perceived

Perceptual 
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Fig. 6. Data flow through the scene description estimation system.

on(o1, o2)

fobs

on(o1, o2)

ϕobs

Fig. 7. An excerpt from an undirected graphical model and a corresponding
factor graph illustrating the way the uncertain observations of object
relations are included.

relations. The data flow through the system is presented in
Fig. 6.

The algorithm iterates over the possible relations and gen-
erates factor graph variables accordingly. Then, it analyses
all relation sets matching any of the axioms specified in
Section III and introduces an axiom factor for each of them.
Finally, factors representing observations are generatedfor
those relations for which the observations are available, as
presented in Fig. 7. The following section show that the
resulting representation may be successfully applied to the
problem of understanding real-world scenes in the presence
of uncertain perception.

V. EXPERIMENTS

In order to show how the system proposed in the preceding
sections could be used in robotics applications we have
implemented it on a mobile robot. The platform used is a
Pioneer III wheeled robot, equipped with a a camera mounted
at 1.4 m above the floor. In this experiment the robot was
controlled manually so as to place the objects within the view
of the camera. We assume the geometries of the objects are
known in advance, but not their positions nor the qualitative
relations between them.

A. Vision

For detection and pose estimation of objects, we are using
a system developed at Vienna University [21]. In it, objects
are detected using SIFT features trained from a variety of
view points; this also provides an initial pose estimate. The
pose is refined and tracked using edges and textures.

Given the estimated poses and the known geometries of
the detected objects, the perceived values for the functions
ON and IN were computed as described in Section II. Be-
cause of noise in the pose estimates, the values obtained fell



(a) Example 1: “A on B on C”

(b) Example 2: “A on B in C”

Fig. 8. Examples of consistent scene evaluation

within the continuous range[0, 1]. Figure 8 shows examples
of scenes and Table I the extracted relation values.

B. Inference

Using the set of detected objects and their perceived
relation values, the scene was instantiated as a factor graph
(Section IV). Each possible relation pair In(x, y), On(x, y),
Ont(x, y) was instantiated as a node in the graph, as were
the axioms – except that the box “C” was considered a “base
object”, exempting it from appearing as the first argument in
any relation and from needing a support.

The observed values of ON and IN were included as
well, as unary factors working on the corresponding nodes.
Inference was then performed and the maximuma posteriori
(MAP) estimate obtained.

C. Results

Figure 8 shows two examples of scenes for which visual
processing and inference were performed. The wireframe
boxes indicate the object tracker’s estimated pose of each
object. Table I shows the perceived as well as the inferred
values for the relations.

Example 1 Example 2
Per Inf Per Inf

On(A,B) 92.5% TRUE 98.9% TRUE

Ont(A,B) TRUE1 TRUE1

In(A,B) 0% FALSE 0% FALSE

On(A,C) 4.4% FALSE 95.2% FALSE4

Ont(A,C) TRUE2 FALSE

In(A,C) 0% FALSE 16.2% TRUE3

On(B,A) 0% FALSE 2.1% FALSE

Ont(B,A) FALSE FALSE

In(B,A) 0% FALSE 0% FALSE

On(B,C) 96.4% TRUE 1.7% FALSE

Ont(B,C) TRUE1 FALSE

In(B,C) 0% FALSE 99.9% TRUE

TABLE I

EXAMPLE 1, 2 EVALUATION . “PER” STANDS FOR PERCEIVED VALUE,

“I NF” FOR INFERRED TRUTH VALUE.

1Using Eqn. 5.2Using Eqn. 6.3Using Eqn. 8.4Using Eqn. 13.

Fig. 9. Example 3: an ambiguous scene

Note that the resulting maximum-a-posteriori solutions
obey the axioms. In Example 1, it can be seen thatOnt

is deduced in accordance with Eqs. 5, 6. Example 2 shows
the effect of the interchangeability and hierarchy axioms.
Here, bothOn(A,B) and On(A,C) are indicated by vision,
but Eqn. 13 forbids them to be true simultaneously, unless
Ont(B,C). Since A already has a support, B,On(A,C) is
inferred to be false rather than settingOn(B,C) to true. Note
also thatIn(A,C) is made true by Eqn. 8.

In Example 3 (Figure 9), failure to recognize an object
means that the object B is seemingly without a proper
support. Nevertheless, Eqn. 11 causesOn(B,C) to be inferred
as the only consistent explanation.

It is seen that the proposed method does indeed produce

Example 3
Per Inf

On(B,C) 36.9% TRUE

Ont(B,C) TRUE

In(B,C) 0% FALSE

TABLE II

EXAMPLE 3 EVALUATION



consistent qualitative descriptions of a scene, even in the
presence of uncertainty, helping to bridge the gap between
sensors and metric representations on the one hand and high-
level reasoning on the other.

VI. CONCLUSIONS AND FUTURE WORK

In this work we have suggested the use of functional,
topological relations based on the notions of support and
containment in order to structure spatial knowledge for
autonomous robots. An axiomatic system was suggested,
consisting of rules that model the first-order logical prop-
erties of the abstract relations and that will aid in high-level
cognitive activities concerning space. We have demonstrated
an implementation of the theory on a real robot and shown
that it yields consistent results.

Spatial relations have already been put to use in object
search [16], [22], wherein the relations were assumed to be
given in advance. A natural next step is to use the axioms to
infer the relations likely to hold in a scene and thus create
priors for unseen objects, or to aid in tracking.

Another avenue of inquiry is integrating the concepts with
computational linguistics, which is appropriate since thethis
work draws inspiration from language. Spatial relations are
important for giving instructions or asking questions about
objects; this work should help a robot determine which
questions to ask and how to incorporate the answers into
its knowledge.

The use of factor graphs to represent the relations and
axioms permits their integration with more complete and
expressive models directly indicating the type of the modeled
relationships between random variables and clearly repre-
senting conditional independence between them. As future
work, we intend to integrate the factor graph representation
of axioms with a complete conceptual spatial knowledge
representation within a single chain graph model [23]. Chain
graphs are probabilistic graphical models providing a gen-
eralization of directed (Bayesian Networks) and undirected
(Markov Random Fields) graphical models. As such, chain
graphs allow for modeling both “directed” causal as well
as “undirected” symmetric or associative relationships, in-
cluding circular dependencies. In the context of the chain
graphs, the presented representation becomes a powerful
tool for reasoning about object relations that can easily be
incorporated into a more complete probabilistic environment
models such as the one presented in [24].

Obviously, this paper has only scratched the surface of the
rich repertoire of spatial relations that humans use. Though
the schemata of support and containment are doubtless very
important, many others as important remain unmodeled out
there. It is our belief that the function-based treatment given
the relations in this paper can successfully be applied to them
as well, helping to build understanding of the world that
surrounds us and our robots.
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Abstract— Robots acting in complex environments need not
only be aware of objects, but also of the relationships objects
have with each other. This paper suggests a conceptualization
of these relationships in terms of task-relevant functional
distinctions, such as support, location control, protection and
confinement. Being able to discern such relations in a scene
will be important for robots in practical tasks; accordingly, it
is demonstrated how predictive models can be trained using
data from physics simulations. The resulting models are shown
to be both highly predictive and intuitively reasonable.

I. INTRODUCTION
As robots begin to make their way into homes, workplaces

and public spaces in order to aid us in an ever-widening
variety of tasks, these environments will pose a mounting
challenge due to their complexity, unpredictability and scale.
Unlike typical industrial and laboratory settings, environ-
ments where humans live and act are not structured in a
way that is amenable to hard-coded behaviors, nor do they
allow many of the simplifying assumptions that aid robots
in research and manufacturing settings.

Fortunately, this does not mean that robots must act within
total chaos. Human-inhabited spaces are in fact structured,
but not according to any strict metrical system; instead,
patterns of functional relationships dominate. We construct
buildings and design furniture and utensils with specific pur-
poses in mind. We interact with objects and places in order
to carry out tasks great or small in scope, and therefore tend
to organise the space around us to support those interactions.

Consider, for example, a kitchen. Kitchens are set up so
as to support, above all, the task of preparing food. Within
them, different compartments – cabinets, drawers – exist
to aid in finding the right items quickly, as well as to
protect them from light or air or children. Packages protect
and contain foodstuffs that would spill out or mix together
without them; work surfaces allow for manipulating items in
a stable fashion at the right height; trays and platters help
transport many objects at a time.

All of the above are examples of functional spatial re-
lationships. Because such relationships are key to humans’
interaction with an environment, robots must understand
them in order to be of use to humans in that environment.
Possessing a conceptual “toolbox” of functional spatial rela-
tions will allow an agent to:

1) Isolate the relevant aspects of a process it observes
E.g.: Observing a human demonstrating a household
task, the robot will be able to divide it into abstract,

generalizable steps – “A goes on top of B, then B goes
through C”

2) Apply abstract task knowledge to novel objects and
situations
E.g.: A robot will know that placing items on top
of something, such as a tray, allows them to be
transported simultaneously.

3) Store and process spatial knowledge more efficiently
E.g.: Over a long period of operation in a household,
instead of tracking the exact metric location of objects,
a robot might represent only qualitative transitions such
as an object being put inside a cabinet or on a shelf.
This also helps in learning rules for how the world
works and generalizing knowledge to new situations.

4) Transmit and receive qualitative spatial knowledge in
communication with humans
E.g.: A robot may be required to describe the location
of an item to a human, or carry out a task from a
verbal or written instruction; in these cases it will be
crucial for it to understand spatial language, such as
prepositions (“on”, “through”) et cetera.

However, it is not sufficient to imbue an agent with a
“theoretical” concept of a functional relation. Understanding
a concept implies the ability to make use of it in practice,
and to do this an agent must be able to link the abstract
concept with the real world, through perception and action.
The purpose of this work is to demonstrate how such an
understanding can be acquired by a robot, by learning to
predict the qualitative outcome of basic actions as a function
of the perceivable geometric relationship between objects,
in terms of their shapes and positions. We are trying to
find the common denominators, out of a high-dimensional
space of features extracted from the scene, that contribute to
this prediction. The features thus isolated, and the ability
to use them to predict outcomes, together represent an
understanding of a particular aspect of space.

For example, one such model would estimate, given the
visual perception of the objects, whether moving one object
will cause another to move as well. Being able to make this
distinction will be crucial for interacting with scenes and
for understanding what a human demonstrator is doing in a
scene.

Constructing spatial understanding out of experience ide-
ally entails forming concepts from scratch, from sensory-
motor association and up. Carrying out such a wholesale



attempt on a real robot would involve random exploration,
perceptual clustering, then generating actions from scratch –
as well as the practical issues of robot experiments – which
represents a daunting undertaking. This work nevertheless
suggests that such an effort is in fact feasible; working in
simulation we show that it is possible to learn models of
functional spatial relations from experience.

To accomplish this, we generate random scenes in a
physics simulator (see Fig. 1), perform “micro-experiments”
on the objects in those scenes and observe the outcomes.
Using this information, a training process both determines
the relevant features and obtains model parameters that make
it possible to predict the outcome of the micro-experiment;
in other words, a model for a functional relation is learned.

A. Related work

Attempts to quantify spatial relations for use in robotics
have been made in the past. In previous work (Sjöö et
al. [13]) we propose a functionally conceived model for
the word “on”, a topological relation. Similarly, Regier and
Carlson [12] use a quantitative model for projective relations
such as “above”. In both of the above the models are
given, not learned. Kelleher [8] provides a good survey of
computational models for spatial relations. On the whole, the
models described in the literature are based on geometrical,
not functional aspects.

The learning of spatial relations has been tackled in e.g.
Regier [11] and Skočaj et al. [14], who learn to recognize
spatial relations and associate them with words, though
the features used are simplistic. Examples of using robot-
centered and task-related criteria in learning can be found in
Ek et al. [5] and Uğur et al. [16], but these do not deal with
relations.

The approach in this paper has a lot to do with the idea
of affordances introduced by Gibson [7]. An affordance is
the property of an object allowing an agent to perform a
specific action or task with that object. In Gibson’s concept,
affordances are independent of the knowledge or predisposi-
tion of an agent; in contrast, Norman [10] instead espouses a
view where an agent must be aware of the capabilities of an
object for an affordance to exist. Affordances learned from
experience necessarily follow this latter view.

Affordance learning has been attempted by e.g. Cos-
Aguilera et al. [3], where an agent learns to recognize
objects that afford “eating”, “shelter” and “interaction” in
a simulated environment. Mugan and Kuipers [9] learn an
abstracted model that supports formation of qualitative rules
for actions in a simulated “baby-chair” robot setting. The
contribution of this work is the application of those same
principles to spatial relations: the acquisition of functional
understanding from experience, in a bottom-up fashion;
obtaining specific models for several relations in a simulated
setting.

B. Outline

The rest of this paper is structured as follows: In Sec. II
we discuss what we mean by functional spatial relations, and

explain the choices of candidate relations for learning, based
on previous work and physical intuitions. Sec. III details the
simulation framework used and the functional relationships
that we use as test bed for learning. The experimental setup,
including the learning procedure, is described in Sec. IV and
the results of our experiments are given in Sec. V. Sec. VI,
finally, summarizes the work and discusses its application as
well as future avenues of research.

II. SPATIAL RELATIONS
This work attempts to learn models for functional spa-

tial relations from experience. “Functional” here should be
understood in the sense of an affordance. Cos-Aguilera et
al. [3] puts it in these terms:

“the relationship between the regularities in the
sensory flow of an agent and the action potentials
these offer to that particular agent”

However, here we deal not with an affordance of a specific
object but rather of the configuration of objects relative each
other. The affordance applies with respect to some action that
the agent might attempt with those objects. The configuration
might hinder the action, such as when an object that the agent
is trying to grasp is blocked by another; or, it might help it,
as when the agent moves a number of cups by moving the
tray they are standing on.

Here, we are limiting ourselves to pairwise relations. We
are also assuming that the following are the only inputs
given:
• Action
• Geometry of the objects
• Pose of the objects

These are obviously drastic simplifications. There are im-
portant mechanical properties such as mass, friction and
elasticity which are also important for action outcomes,
yet largely impossible to determine visually. Moreover, an
instantaneous snapshot of a scene hides powerful dynamical
cues that a human would use in order to reassess actions,
such as objects wobbling or sliding. Nevertheless, humans
readly make judgements regarding spatial relations even for
static scenes; thus this simplification is not unreasonable.

In linguistics, “spatial relation” refers to the words and
constructions used in human language to communicate im-
portant aspects of objects’ locations and configurations in
space. Examples from English are “to the left of”, “above”,
“forward”, “in”. Although this paper does not deal di-
rectly with language, concentrating instead on relationships
grounded in (simulated) experience, the language humans
use in talking about space provides important clues to the
sorts of functions that are relevant to people and thus worth
investigating.

We have previously proposed hard-coded models for the
relations “on” and “in” for use in knowledge representation
(Wyatt et al. [18]) and visual search (Aydemir et al.[2]). The
choice of these particular relations stems from their common-
ness and their strong functional connotations; see Coventry
and Garrod [4]. In functional terms, “On” represents attach-
ment and support; “in” protection, concealment, constraint



Fig. 1. Example of scene with randomized objects

(Vandeloise [17]). Both also carry a strong connotation of
location control; i.e. the tendency for one object to cause
another to move as it moves.

These aspects of the relationships between objects are of
obvious use to agents as they interact with the sort of objects
and facilities that abound in our everyday surroundings.
Accordingly, we have chosen from among them the concepts
for which to attempt to learn models in this paper.

III. FUNCTIONAL SIMULATION

As explained above, although performing experiments on
a real robot is the best way to obtain data on real-world
functional spatial relations, such experiments would entail a
host of practical problems of their own. Simulations on the
other hand allow full control over experimental conditions
and are ideal for testing new methods. Therefore we have
chosen simulated experiments for the purposes of this paper.

A. Simulation environment

The simulation contains a square immovable “table”,
above which a random set of rigid body objects are generated
and allowed to fall freely onto the table and each other. Any
objects that fall off the table are automatically replaced above
it.

Figure 1 shows an example of a random scene. The objects
generated are of the following classes:
• Solid box (cyan)
• Solid cylinder (green)
• Solid sphere (blue)
• Solid random convex polyhedron (red)
• Hollow box, one face removed (orange)
• Hollow random convex polyhedron, faces removed on

one side (pink)
The training procedure follows the scheme:
1) Create random objects
2) Wait until scene becomes static

3) Record features of static scene
4) Perform “micro-experiment” and observe outcome,

defining the ground truth to be learned
5) Repeat until enough data is collected
6) Train predictor

B. Functional micro-experiments

Five experiment suites are carried out on the randomly
generated physical scenes. Each examines pairs of objects
in the scene in terms of some task-relevant functional dis-
tinction. The distinctions are picked from the connotations
of “in” and “on” suggested in Sec. II:

1) Support
2) Location control
3) Protection
4) Constraint

Attachment is disregarded because it cannot be mod-
eled without considerably increasing the complexity of the
physics simulation; moreover the function of attachment is
largely overlapping with location control. Concealment is
also left out as it requires explicitly simulating an agent’s
perception in addition to the physics. Apart from difficulties
in simulating these functions there is no particular reason
why the learning process should not work for them as well.
“Support” is split into two separate connotations that we term
“supporting force” and “causal support”, explained below.

1) Supporting force: An object o′ supporting another o
implies that the former is inhibiting the natural tendency
of the latter to fall down under the influence of gravity.
Countering the force of gravity in this way means that o
must, directly or indirectly, affect o′ with a force that has
the opposite direction from the force of gravity. The support
force is relevant to task outcomes such as whether an object
will damage another or prevent its movement by weighing
it down.

We define the support force relation ground truth in the
following way:

FOR(o, o′) ,
∑

c∈Co,o′
max(0, fc · −ĝ)∑

o′′ 6=o

∑
c∈Co,o′′

max(0, fc · −ĝ)
(1)

where Co,o′ is the set of contacts between objects o and o′,
each contact applying the force fc on o, and ĝ is the direction
of gravity. In other words, FOR(o, o′) is the proportion of all
the upward-directed (i.e. supporting) forces acting on o that
come from o′.

2) Causal support: By “causal support” we mean simply
the fact that removing object o′ causes object o to fall down
or be otherwise disturbed. This relationship is important to
tasks concerned with the stability of objects, including both
stacking and tearing down.

It is tested through simply removing individual objects
from the physics simulation and observing which of the
remaining objects move more than a threshold distance as
a result. The causal support relation ground truth is defined:

SUP(o, o′) ,
{

1, if o moves
0, otherwise (2)



3) Location control: As mentioned above, location con-
trol signifies the relationship where object o′ moving causes
object o to move along with it. This is significant when
the task requires moving several objects simultaneously, or
conversely when trying to separate objects from each other.

The micro-experiment used to evaluate location control
consists in selecting a mover object o′ and moving it away
kinematically (irresistibly) along a straight line. The mover
follows a “minimum jerk” velocity profile, modeling the way
a robot or human hand might move in an actual task (see
e.g. Flash and Hogan [6]).

At the end of the movement, location control is considered
to hold for any object o that has moved at the same velocity
as o′ during most of the micro-experiment. To obtain a
ground truth we perform multiple movements in random
directions, resetting the scene each time, and average the
result.

LOC(o, o′) , 1

N

∑

i=1...N

loco,o′(i) (3)

where loco,o′i(i) is 1 if o’s velocity is equal to that of o′ to
within a threshold t, for at least 90% of the duration of trial
i; otherwise, it is 0. For our experiments, N = 10.

4) Protection: Protection refers to an object o′ preventing
contact between object o and other external objects or
agents. This distinction has task relevance when o is fragile
or valuable or otherwise prone to external interference as
well as, more importantly, when the agent itself needs to
manipulate an object without obstruction.

In simulation we represent outside disturbance by “throw-
ing” a small dynamic sphere in a trajectory that will hit o
unless obstructed by o′. All objects in the scene except o′ and
o are made permeable to the sphere. The result is averaged
over a series of trials to yield the ground truth:

PRO(o, o′) , 1

N

∑

i=1...N

proo,o′(i) (4)

where proo,o′(i) is 1 if the sphere contacts o′ and subse-
quently fails to hit o. N is set to 20 in this experiment.

5) Constraint: The relationship of constraint pertains to
an object o′ preventing another o from moving freely. Con-
straint is a relevant aspect of a scene when o has motive
power, or when movements or vibrations of the reference
frame may cause o to roll or slide around.

We test for constraint by applying a constant force on o in
a random (horizontal) direction, causing it to start moving.
If it escapes the static scene, falling off the table, it is not
constrained; if it fails to escape the scene is reset and the
micro-experiment repeated, removing one of the objects o′

that o contacted in the first iteration. If o can escape when
o′ is missing, o′ is considered to be constraining o. Again,
this is repeated several times and the result averaged.

CON(o, o′) , 1

N

∑

i=1...N

cono,o′(i) (5)

where cono,o′(i) is 1 if o escapes with o′ absent but not with
it present. N is set to 20.

C. Features

Because the intention of the proposed training procedure is
to create models autonomously, we wish to bias the learning
as little as possible. Accordingly, a large number of features
are recorded from the static scene for each pair of objects.
The features are based only on the geometry and pose of
the objects, and could in principle be extracted from vision
alone. They are numerical values that are more or less
obvious encodings of the absolute and relative positions of
the objects and of their points of contact, avoiding features
that make explicit assumptions about the classes of shapes
involved. Some are represented in both Cartesian, spherical
and cylindrical coordinates and thus many of the degrees of
freedom in the feature space encode the same information
and will obviously be redundant, leaving it up to the learning
process to determine which to keep and which to discard.

The full feature vector used in this paper has 93 dimen-
sions and is composed of the following components.

(ro signifies the geometrical centroid of o.)

Feature DOF #
Pose of o 1-12
Pose of o′ 13-24
ro − ro′ 25-32
|ro − ro′ | 33
AVS between body of o′ and ro 34-39
Closest separation 40
Contact normal of closest contact 41-45
Total contact patch area on o 46
Total contact patch area on o′ 47
Weighted1 average z-component of contact
patch normals on o

48

Weighted1 average z-component of contact
patch normals on o′

49

AVS from contact patches on o to ro 50-55
AVS from contact patches on o′ to ro 56-61
Weighted average dot product of contact
patch normals

62

Vector between closest contact point and ro 63-71
Vector between closest contact point and ro′ 72-80
Containment of o within o′ 81
Vector sum from contact patches on o to ro 82-87
Vector sum from contact patches on o′ to ro 88-93
1 Weighted by contact patch area

“Vector sum” signifies a vector-valued integral over the
area of each contact patch. AVS or “Attention vector sum”
(Regier and Carlson [12]) is similarly a vector-valued in-
tegral but weighted with an exponential falloff that assigns
more importance to space near the point of least separation
between the bodies. “Containment” signifies the percentage
of o’s volume that falls within the convex hull of o′.

A constant term is also included to allow the model to
compensate for any bias in the features.



D. Learning framework

The objective of the learning process is to produce, for
each of the functional relations defined in Sec. III-B,
• A subset of the features, that is sufficient to predict

whether the relation will obtain for a pair of objects in
a novel scene (Rs, Rl etc.)

• A set of weights for the chosen features that gives rise
to the best predictor

To this end, we train a logistic regression classifier, using
the Sparse Bayesian approach – see Tipping and Faul [15].
The ground truth measures from training are thresholded
to produce a binary-valued target vector t. We consider
this target vector binominally distributed given a logistic
weighting together of the feature values φ:

P (t|w) =

N∏

n=1

σ(φTnw)tn
[
1− σ(φTnw)

]1−tn (6)

where N is the number of training examples.
The algorithm performs an iterative Bayesian update on

the weights, which drives some of them to 0, leaving
only those that carry significant predictive information. This
makes for a sparse model. Using these weights, prediction
can be performed by inserting a novel vector φ (containing
only the selected features) into Eq. 6 and thresholding the
result. Alternatively, the unthresholded value may be used as
a measure of confidence.

IV. EXPERIMENTS

Simulation and learning were carried out separately for
each of the 5 functional relations described in Sec. III-B.
For each, 5000 random scenes were generated, consisting of
2-10 rigid bodies, which set of bodies was replaced by a
new random set every 5 scenes. We use the Bullet physics
engine [1] for our experiments. The friction coefficient was
set randomly for each object; density was uniform and
restitution (elasticity) was set to 0 to for optimal simulation
quality.

In total, around 200 000 pairs of bodies were processed,
each including the feature values from the static scene as well
as the ground truth for the relation, as evaluated in simulation
(Sec. III-B). Before features were computed, the objects’
true poses were perturbed by a small Gaussian-distributed
positional error, simulating sensor error for increased realism
and robustness of the learned model.
K-fold cross-validation was used, with K=10. For each

fold, the Sparse Bayes learning algorithm was used to learn
a set of weights as explained above. 50 000 training examples
were used in the training set in each fold, with the (relatively
sparse) positive examples distributed equally across folds.

The algorithm sometimes failed to converge; in these cases
learning was re-run with randomized initial weights.

Although the training procedure permitted real-valued
targets in principle, in the following experiments the training
targets were thresholded at 0.5, making the problem one
of two-label classification and allowing for the drawing of
Receiever operating characteristic (ROC) curves.

V. RESULTS

The ROC curves of the learned models are shown in
Fig. 2. All the models perform very well on validation data,
with little variance, showing the essential learnability of the
relations using the features used. It is apparent that the LOC,
SUP and FOR models are more distinctive; this is due to the
higher degree of dichotomy in the training data, with strong
clusters for both 0 and 1, whereas PRO and CON had a more
indistinct distribution with fewer clearly positive examples.

In Figure 3(a), for comparison we show the results of
training a model on a depleted training set, with scenes
lacking one object type (general solid convex polyhedra), and
evaluating it on the original data set. The curves display good
performance, indicating some capacity for generalization in
the models learned.

A. Feature selection

Figures 3(b) through 3(f) shows the feature weights at-
tained for each of the relations, along with the standard
deviation across the cross-validation sets. Numbers indicate
indices into the feature vector; see Sec. III-C. Note the
considerable stability of features used, both across cross-
validation sets and between the different relations.

Some patterns can be seen, as to the features that emerge
as significant (roughly, more than a standard deviation from
0); mostly they can be argued to be intuitively reasonable:
• A constant bias term (#0): tends to classify a relation

negatively unless strong positive indications exist
• Mostly, the absolute positions and orientations of the

bodies (#1-24) have little influence; this supports the
intuition that relative, not absolute features are central.

• Separation (#40) and distance between COMs (#28):
Intuitively, a functional relation is more likely to hold
if objects are contacting or at least close.

• Properties of contact patches – size (#46, 47), inclina-
tion (#43, 45, 48, 49) – carry information about the
physical interaction between bodies.

• Vertical alignment of bodies and contact points (#30,
31, 58, 62, 68, 69, 74, 77, 78, 84, 87) entails stability
of a configuration.

• Containment (#81) is an especially important cue for
protection and constraint.

• Distance from contacts to object COMs (#66, 69, 75,
78) are an indication of how much influence a contact
has on the movement of an object.

• As might be expected, features encoding directions in
the horizontal plane – i.e., x, y components in Cartesian
coordinates or φ in spherical/cylindrical – carry no
discriminative power because of symmetry and are gen-
erally discarded. This shows that the learning process
is indeed capable of selecting those features that help it
evaluate the functional properties of the scene.

B. Example

Figure 4 shows qualitatively how the learned models clas-
sify a novel random scene. All object pairs are listed, along
with the (unthresholded) outputs from the logistic function
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Fig. 2. ROC curves for trained models. The 10 cross-validation folds are superimposed.
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Fig. 3. (a): Models trained with one object type missing, validated on scenes with all types. (b)-(f): Average weights per feature, with standard deviations.

(Eq. 6). Intuitively, these results indicate that location control
and support together do in fact correspond to what we call
“on” whereas “in” carries additionally the connotations of
protection and constraint.

VI. CONCLUSION
In this paper, we have put forth an approach for learning

functional spatial relations from simulated experiments. Five
functional distinctions were learned: effective support, sup-
port force, location control, confinement and protection. The
learned predictive models are accurate within the context of
the simulated environment, and shown to yield intuitively
reasonable outputs on sample pairs; furthermore, they are
sparse, which shows that the method is capable of extracting
those features that are of functional relevance.

The unavoidable restrictions on possible object geometries
and scene configurations, as well as the imperfections of
the physics simulation will limit the applicability of the
trained models in the real world. More importantly, however,
the results point the way towards perceptual clustering and

learning of new spatial concepts on real robots guided by
task-related functional distinctions. Simulation-trained mod-
els may also be useful as a starting hypothesis for such
learning. Altogether, the proposed method should be a useful
tool for allowing robots to construct an understanding of
space which will let them carry out meaningful tasks in our
complex world.

A. Future work
Obviously, we would like to explore the proposed ap-

proach using a more realistic system, preferably a real
robot. This will naturally entail a great deal of practical as
well as theoretical problems, including sensory noise and
imperfections, scene resetting and bootstrapping of the basic
tasks.

All learning in this paper has been carried out in batch
fashion; an online setting on a robot would benefit from
a more goal-directed approach where only those micro-
experiments were carried out for which the model is not
yet certain.



Pair LOC FOR SUP PRO CON

A,B 33 % 100 % 100 % 0 % 1 %
A,C 0 % 0 % 15 % 0 % 0 %
A,D 51 % 0 % 95 % 0 % 0 %
B,A 0 % 0 % 0 % 0 % 1 %
B,C 1 % 0 % 0 % 4 % 0 %
B,D 100 % 100 % 100 % 0 % 0 %
C,A 0 % 0 % 0 % 1 % 0 %
C,B 100 % 100 % 99 % 99 % 98 %
C,D 74 % 0 % 88 % 1 % 0 %
D,A 0 % 0 % 0 % 0 % 0 %
D,B 0 % 0 % 0 % 2 % 0 %
D,C 0 % 0 % 0 % 0 % 0 %

Fig. 4. Example scene evaluations using trained models.

Ultimately, the proposed approach should also be inte-
grated into a larger framework, where there is learning of the
low-level features themselves, as well as higher-level goals
and drives that interact with the spatial concepts through
tasks – and where the concepts form building blocks for
higher level processes such as dialogue.
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